LECTURE NOTES #6: Correlation and Regression

Reading assignment: Stay current with the reading

KNNL Chapters 1, 2, 3, 4, and 15; CCWA chapters 1 and 2

There are several ways to think about regression. Each perspective, or way of thinking about regression, lends itself to answering different research questions. Using different perspectives on regression will show us the generality of the technique, which will help us solve new types of data analysis problems that we may encounter in our research.

1. Describing bivariate data.

The bivariate normal distribution generalizes the normal distribution. See Figure 6-1 for examples.

Sometimes we want to find the “relationship” or “association,” between two variables. This can be done visually with a scatter plot. Examples of scatter plots are given in Figures 6-2 and 6-3 with n=20 and n=500, respectively.

The correlation is a quantitative measure to assess the linear association between two variables. The correlation can be thought of as having two parts: one part that measures the association between variables and another part that acts like a normalizing constant. The first part is called the covariance. To understand better the concept of covariance recall the definition of sums of squares

\[
S_Y = \sum (Y - \bar{Y})^2
\]

\[
= \sum (Y - \bar{Y})(Y - \bar{Y})
\]

This is the sum of the product of the differences between the scores and the mean. The estimated variance of \(Y\) is

\[
\frac{S_Y}{N-1}
\]

\(1\)Some people quibble about whether to refer to a correlation between two variables as a “relation” or a “relationship.” Proper usage would have a relation refer to two variables and a relationship refer to the bond between two people. But I’m not bothered such things and tend to use both.
Figure 6-1: Bivariate Density Function

\[ \mu_1 = \mu_2 = 0; \ s_1 = s_2 = 1; \ \rho = 0 \]

\[ \mu_1 = \mu_2 = 0; \ s_1 = s_2 = 1; \ \rho = 0.50 \]

\[ \mu_1 = \mu_2 = 0; \ s_1 = s_2 = 1; \ \rho = 0.90 \]
Figure 6-2: Varying $\rho$: Each scatter plot contains a sample with 20 points.

- $\mu_1 = \mu_2 = 0, s_1 = s_2 = 1, \rho = 0$
- $\mu_1 = \mu_2 = 0, s_1 = s_2 = 1, \rho = 0.1$
- $\mu_1 = \mu_2 = 0, s_1 = s_2 = 1, \rho = 0.3$
- $\mu_1 = \mu_2 = 0, s_1 = s_2 = 1, \rho = 0.5$
- $\mu_1 = \mu_2 = 0, s_1 = s_2 = 1, \rho = 0.7$
- $\mu_1 = \mu_2 = 0, s_1 = s_2 = 1, \rho = 0.9$
- $\mu_1 = \mu_2 = 0, s_1 = s_2 = 1, \rho = 0.95$
- $\mu_1 = \mu_2 = 0, s_1 = s_2 = 1, \rho = 0.99$
Figure 6-3: Varying $\rho$: Each scatter plot contains a sample with 500 points.

- $\mu_1 = \mu_2 = 0; \, s_1 = s_2 = 1; \, \rho = 0$
- $\mu_1 = \mu_2 = 0; \, s_1 = s_2 = 1; \, \rho = 0.1$
- $\mu_1 = \mu_2 = 0; \, s_1 = s_2 = 1; \, \rho = 0.3$
- $\mu_1 = \mu_2 = 0; \, s_1 = s_2 = 1; \, \rho = 0.5$
- $\mu_1 = \mu_2 = 0; \, s_1 = s_2 = 1; \, \rho = 0.7$
- $\mu_1 = \mu_2 = 0; \, s_1 = s_2 = 1; \, \rho = 0.9$
- $\mu_1 = \mu_2 = 0; \, s_1 = s_2 = 1; \, \rho = 0.95$
- $\mu_1 = \mu_2 = 0; \, s_1 = s_2 = 1; \, \rho = 0.99$
The covariance is similar to the variance except that it is defined over two variables (X and Y) rather than one (Y). We begin with the numerator of the covariance—it is like a “sum of squares” of the two variables.

\[
S_{xy} = \sum (X - \overline{X})(Y - \overline{Y})
\]  

(6-4)

The (estimated) covariance is

\[
\frac{S_{xy}}{N - 1}
\]

(6-5)

The interpretation of the covariance is similar to that of the variance. The covariance is a measure of both the direction and the magnitude of the linear association between X and Y.

When will a covariance be positive? negative?

The covariance can be viewed intuitively as a sum of “matches” in terms of a subject being on the same side of the mean on each variable. That is, for a particular subject a match would mean that the subject is, say, greater than the mean on variable X and also greater than the mean on variable Y. A “mismatch” is defined for a subject as the score on variable X is greater than the mean but the score on variable Y is less than the mean, or vice versa. For a particular subject i, a match leads to a positive product in Equation 6-4 whereas a mismatch leads to a negative product.

We can think of the variance as the covariance of a variable with itself, denoted \( S_{xx} / (N - 1) \). The covariance of a variable with itself and the variance of that variable are identical. I will use \( S_{xx} / (N - 1) \) and \( S_x / (N - 1) \) interchangeably to denote the variance of X.

The covariance has the property that adding a constant to either variable does not change the covariance, i.e.,

\[
\frac{S_{(x+c)y}}{N - 1} = \frac{S_{xy}}{N - 1}
\]

(6-6)

and multiplying either variable by a constant changes the covariance by a multiple of that constant, i.e.,

\[
\frac{cS_{xy}}{N - 1} = \frac{S_{(cx)y}}{N - 1}
\]

(6-7)

The property that multiplying by a constant changes the covariance can make interpreting the covariance difficult because we would get a different covariance if we used one measurement as opposed to another (e.g., length in feet v. length in yards). One simple trick fixes this scaling problem. Recall that the standard deviation also has these two properties (adding a constant doesn’t change the standard deviation and multiplying by a constant changes the
standard deviation by a multiple of that constant). So, the standard deviations can be used to “normalize” the covariance such that

\[
\frac{\text{covariance}(X,Y)}{\text{st.dev}(X) \cdot \text{st.dev}(Y)} = \frac{S_{xy}}{\sqrt{S_{x}S_{y}}}
\]

(6-8)

(6-9)

Dividing by the standard deviation makes the scaling constant \(c\) cancel out. The \(N-1\) terms in both the numerator and denominator of Equation 6-8 also cancel. Thus, Equation 6-9 can be interpreted as a ratio of “sums of squares,” equivalently as the ratio of the covariance to the product of the standard deviations.

We have just defined a useful concept. Equation 6-8 is the definition of the **correlation coefficient** (and so is Equation 6-9). The correlation is the covariance normalized by the standard deviations of the two variables and ranges from -1 to 1. The normalization removes the scaling issue mentioned in the previous paragraph about multiplying by a constant. The sample correlation is denoted \(r_{xy}\) (sometimes just \(r\) for short).

The correlation squared, denoted \(r_{xy}^2\), has an interesting interpretation: it is the proportion of the variability in one variable that can be accounted for by a linear function of the other variable. Regression has a structural model that is analogous to the structural model we saw for ANOVA. The structural model for the correlation is \(Y = \beta_0 + \beta_1X + \epsilon\), where \(\beta_0\) is the intercept (analogous to the grand mean \(\mu\)). \(\beta_1\) is the slope (analogous to the treatment effect \(\alpha\) in ANOVA), and \(\epsilon\) is the usual error term.

Because we know that proportions add up to 1, if the \(r_{xy}^2\) is the proportion of variance that is explained, then \((1-r_{xy}^2)\) is the proportion of the variance that is not explained. That is,

\[
r_{xy}^2 + (1 - r_{xy}^2) = 1
\]

(6-10)

We will discuss what is meant by “variance accounted for” later, but for now we can make use of concepts from ANOVA. The term \(r_{xy}^2\) is telling you what your model is picking up (like sums of squares between groups in the ANOVA), the term \((1-r_{xy}^2)\) is telling you what our model is not picking up (like sums of squares residual).

\[\text{Unlike a variance, the covariance can be negative.}\]

\[\text{For the linear algebra buffs: the correlation is equivalent to the dot product of two difference vectors normalized by their norm (length). The correlation is also equal to the cosine of the angle between the two vectors in N-dimensional space, where N is the number of subjects.}\]

\[\text{This property leads to an intuitive rationale for why the correlation is bounded between -1 and 1. Because } r^2 = \frac{SSR}{SST}, \text{ which is the proportion of sum of squares regression to sum of squares total, we have } r^2 \text{ being bounded between 0 and 1. The square root of } r \text{ is then bounded by -1 and 1. A more rigorous proof involves covariance algebra, a topic we will cover in a later set of lecture notes. To show that the correlation between X and Y is bounded between -1 and 1, first take Z scores of X and Y so that the correlation equals the covariance. Second, set up two equations, where one equation is the sum of the two Z scores and the other equation is the difference. Using covariance algebra rules that}\]
One must always be careful when interpreting a correlation coefficient because, among other things, it is quite sensitive to outliers. The effects of a single outlier can have dramatic effects on the value of the correlation. So, when interpreting a correlation one must always, always check the scatter plot for outliers.

Also, one needs to make sure that the scatterplot suggests that a linear relationship between the two variables is appropriate. Researchers have been misled because they compute a correlation that is essentially zero and conclude that the two variables are not “associated.” The correlation of zero just means that (assuming no outliers are present) a linear “association” does not appear to be present. A quite dramatic curvilinear relationship might be present, and the correlation coefficient could be equal to zero. Just because one observes a correlation of zero does not mean that the two variables are not related.

2. Inferential tests on a correlation

We can test whether a correlation is significantly different from zero. We need to introduce some notation. The correlation coefficient \( r \) is a sample statistic that estimates the true population correlation, denoted \( \rho \) (in the analogous way that the sample mean estimates the population parameter \( \mu \)). The underlying population distribution is assumed to be a bivariate normal.

The null hypothesis is

\[
H_0: \quad \rho = 0
\]

The test statistic is simple; recall the definition of the \( t \)-test

\[
t \sim \frac{r_{xy}}{\sqrt{1 - r^2_{xy}/N - 2}}
\]

I won’t go into the details here, but the \( t \)-test for the correlation takes the usual form of estimate (in this case the correlation) divided by the standard error of the estimate

This observed value is compared to the \( t \)-distribution having \( df = N - 2 \). This test can only be used when the null hypothesis is \( \rho = 0 \), and cannot be used to compute a confidence interval, because of the asymmetry of the sampling distribution of the correlation for all population

---

we will cover in LN13, one can show that the variance of a difference of two Z scores is equal to 2-2r and the variance of a sum of two Z scores is equal to 2+2r. Because variances are nonnegative, we know that 2-2r \( \geq 0 \) and 2+2r \( \geq 0 \) and the bounds for the correlation \( r \) fall out automatically.
Null Hypothesis
- $H_0: \rho = 0$
- $H_a: \rho \neq 0$ (two-sided test)

where $\rho$ is the population correlation coefficient.

Structural Model and Test Statistic
The structural model for the null hypothesis at $\rho = 0$ follows the usual $t$-test distribution

$$t \sim \frac{\text{estimate of population parameter}}{\text{estimated st. dev. of the sampling distribution}}$$

For the correlation tested at $\rho = 0$, $t$ observed is

$$t_{\text{observed}} = \frac{r_{xy}}{\sqrt{1 - r_{xy}^2/\sqrt{N - 2}}}$$

with $df = N - 2$, which is total sample size minus 2. This test only applies when the null is $\rho = 0$.

Critical Test Value We use the $t$ table to find the critical value of $t$, denoted $t_{\text{critical}}$ for the specific degrees of freedom, two-sided, and $\alpha = 0.05$.

Statistical decision If $|t_{\text{observed}}| > t_{\text{critical}}$, then reject the null hypothesis, otherwise fail to reject.

values other than 0. Later in these lecture notes I present a different test of the correlation that permits null hypotheses at other values instead of 0 as well as the computation of confidence intervals around a correlation or a contrast applied to a set of correlations from different groups.

The $t$-test for the correlation can be summarized using the hypothesis testing template introduced in Lecture Notes 1 (see Figure 6-4).

It turns out that it is even easier to test the null hypothesis that $\rho = 0$ in the context of a linear regression with a single predictor. You automatically get the test of significance for $\rho$ when doing a simple linear regression. More on this later.

3. Fisher’s $r$-to-$Z$ transformation for confidence intervals and tests of null hypothesis not equal to 0
To test the null hypothesis that the population correlation $\rho$ is different than zero or to build a confidence interval around an observed value of the correlation $r$, one needs to use a transformation developed by Fisher. The reason is that the sampling distribution of the correlation is symmetric only when $\rho = 0$; it is asymmetric for all other values of $\rho$. So we need to use this transformation when constructing confidence intervals or testing null hypotheses other than zero.

I present Fisher’s technique first for one correlation, then for two correlations from independent samples, and then for the general situation of computing a contrast over any number of correlations from independent samples.

(a) One correlation

I will use the symbol $Z_f$ to denote Fisher’s r-to-Z transformation and the symbol $Z$ to denote the “z-score” corresponding to a normal distribution. Fisher showed that if a single observed correlation $r$ is transformed by the formula

$$Z_f = \frac{1}{2} \log \left( \frac{1 + r}{1 - r} \right)$$

then the sampling distribution of $Z_f$ is asymptotically normal with variance $\frac{1}{N-3}$, where $N$ is the number of subjects on which the correlation is computed. By “log” I mean natural log (the ln button on your calculator). An interesting geometric interpretation of this transformation of the correlation is given by Bond and Richardson (2004, Psychometrika, 69, 291-03).

Here is an animation illustrating the sampling distribution of the correlation at different values of the population correlation value (upper panel) and the resulting symmetric distribution that results from the Fisher R-to-Z transformation (lower panel). Also, note how the top panel is symmetric only for $\rho = 0$. The frame switches to a new value of population $\rho$ every 2 seconds (–.9 to .9 in increments of .1).\footnote{The animation works when opening the pdf file in Adobe Reader; other pdf viewers may or may not show the animation}
Because of this result we know that the ratio

\[ Z = \frac{Z_f - Z_{null}}{\sqrt{\frac{1}{N-3}}} \]  \hspace{1cm} (6-14)

is asymptotically normally distributed. This is a variant of the usual t-test formula, which uses the asymptotic z form rather than the t form. In this formula, \( Z_{null} \) corresponds to the null hypothesis of \( r \) transformed to the \( Z_f \) scale. We can compare the computed value of \( Z \) against the table of the normal distribution. For example, for a two-tailed test at \( \alpha = .05 \), the critical value from the normal distribution table is 1.96. Hence, if the observed value of \( Z \) exceeds 1.96, then we reject the null hypothesis. However, if the observed value of \( Z \) is less than 1.96, then we fail to reject the null hypothesis.
Null Hypothesis

- $H_0: \rho = k$
- $H_a: \rho \neq k$ (two-sided test)

where $\rho$ is the population correlation coefficient and $k$ is the value of the null hypothesis, which need not be 0.

Structural Model and Test Statistic

The null hypothesis follows the $z$ test

$$z \sim \frac{f(r) - f(k)}{\text{estimated st. dev. of the sampling distribution}}$$

where $f(r)$ is the Fisher r-to-z transformation of $r$ and $f(k)$ is the Fisher r-to-z transformation of the null hypothesized value $k$.

We have $z$ observed

$$z_{\text{obs}} = \frac{f(r) - f(k)}{\sqrt{\frac{1}{N-3}}}$$

Critical Test Value We use the $z$ table to find the critical value of $z$, denoted $z_{\text{critical}}$, which for two-tailed $\alpha = 0.05$ is equal to 1.96.

Statistical decision If $|z_{\text{observed}}| > z_{\text{critical}}$, then reject the null hypothesis, otherwise fail to reject.
Here is a numerical example. Suppose my null hypothesis is $\rho = .2$, I observe a sample $r = .7$ with $N = 40$ subjects, and want to perform a two-tailed test of significance. First transform both the observed correlation $r$ and the hypothesized $\rho$ into their respective $Z_f$ values using Equation 6-13. The observed correlation $r = .7$ becomes 0.867 and the hypothesized value .2 becomes 0.203. Now apply Equation 6-14 and you have a test of significance:

$$Z = \frac{.867 - .203}{\sqrt{\frac{1}{37}}}$$

$$= 4.04$$

which is statistically significant because the observed $Z$ exceeds the critical value 1.96 from the normal distribution.

A confidence interval can also be constructed around the correlation $r$ by converting the correlation $r$ into $Z_f$ and using this formula:

$$Z_f \pm Z\sqrt{\frac{1}{N-3}}$$ (6-15)

where $Z$ is the $z$-score corresponding to the normal distribution (e.g., if you want a 95% confidence interval, then $Z$ will be 1.96). You may find it convenient to transform the endpoints back to the original scale in order to facilitate communication. For example, suppose you observe a correlation $r = .7$ with $N = 40$, this leads to a 95% confidence interval of

$$(Z_f - Z\sqrt{\frac{1}{N-3}}) \text{ and } (Z_f + Z\sqrt{\frac{1}{N-3}})$$ (6-16)

(6-17)

which leads to the interval (.545, 1.19) on $Z_f$, or on the correlation scale the interval (.497, .83). This re-scaled interval is not symmetric around the observed correlation $r$ of .7. The inverse of Equation 6-13 (i.e., the function that converts $Z_f$ back to the correlation scale $r$) is

$$r = \frac{e^{2Z_f} - 1}{e^{2Z_f} + 1}$$ (6-18)

You would use this formula to convert the endpoints of the confidence interval back to the correlation scale.

(b) Extending the Fisher formulation to correlations from two independent samples

With two samples, we have a natural generalization. Suppose you want to test whether two population correlations $\rho$ are identical. Your null hypothesis would be

$$H_0 : \rho_1 = \rho_2$$ (6-19)
This null hypothesis can also be written in this (identical) manner, paralleling the form for the difference between two means: \( \rho_1 - \rho_2 = 0 \) (or more generally, we can test the null hypothesis that \( \rho_1 - \rho_2 = k \), i.e., the difference in the two population correlations is equal to the value \( k \)).

Suppose you observe two correlations (one for each sample) \( r_1 = .2 \) and \( r_2 = .8 \) with \( N_1 = 40 \) subjects in sample 1 and \( N_2 = 45 \) subjects in sample 2. First, transform each of the two correlations using Fisher’s r-to-Z (i.e., Equation 6-13). Each of these \( Z_f \) will have a variance of \( \frac{1}{N-3} \), and because the two correlations come from independent samples the variance for a difference between two \( Z_f \)s is equal to \( \frac{1}{N_1-3} + \frac{1}{N_2-3} \).

The computed \( Z \) value is given by

\[
\frac{(Z_{f1} - Z_{f2}) - f(k)}{\sqrt{\frac{1}{N_1-3} + \frac{1}{N_2-3}}}
\]

(6-20)

where \( f(k) \) is the Fisher transformation of the value \( k \) as defined by \( \rho_1 - \rho_2 = k \). The denominator is the estimated standard error, so square root of the variance estimate. As before, if the observed \( Z \) using Equation 6-20 exceeds 1.96, then you reject the null hypothesis.

Continuing with the example, suppose \( r_1 = .2 \) and \( r_2 = .8 \), \( N_1 = 40 \) subjects in sample 1, \( N_2 = 45 \) subjects, and \( k \) is equal to zero. First, apply Equation 6-13 to each of \( r_1 \), \( r_2 \), and \( k \). When \( k = 0 \), then the transformed value of \( k \) will also be 0. The values of \( Z_{f1} \) and \( Z_{f2} \) are, respectively, .203 and 1.099. Plugging everything into Equation 6-20, we get

\[
Z = \frac{.203 - 1.099}{\sqrt{\frac{1}{40-3} + \frac{1}{45-3}}} = -3.97
\]

which is statistically significant using the two-tailed \( \alpha = .05 \) criterion because the observed \( Z \) exceeds the tabled value 1.96.

(c) Bonus: Contrasts on correlations from an arbitrary number of independent samples

We can generalize this notion from two independent correlations to an arbitrary number of \( T \) independent correlations. Convert each of the \( T \) correlations to their respective \( Z_f \) scale. Define any contrast you’d like on those \( T \) correlations (paralleling how we tested \( T \) means), and compute an “\( \hat{I} \)” in the usual way

\[
\hat{I} = \sum \lambda_i Z_{fi}
\]

(6-21)

where \( \lambda \) represents the contrast weights.
The variance of $\hat{I}$ is given by

$$\sum \left( \lambda_i^2 \frac{1}{N_i - 3} \right) \quad (6-22)$$

Finally, compute the value $Z$ by taking the ratio of Equation 6-21 (an estimate) and the square root of Equation 6-22 (aka standard error of “ihat”) as follows:

$$Z = \frac{\hat{I}}{\sqrt{\sum \lambda_i^2 \frac{1}{N_i - 3}}} \quad (6-23)$$

You compare this computed value of $Z$ to 1.96 for a two-tailed $\alpha = .05$. This formulation assumes that the null hypothesis for the contrast value is 0.6

With this procedure you can test any contrast on $T$ independent correlations. Convince yourself by verifying that Equation 6-23 on two correlations (i.e., $T = 2$) with the contrast $\lambda = (1, -1)$ is equivalent to the case I presented for testing two correlations using Fisher’s r-to-z (Equation 6-20).

Equation 6-22 does not involve pooling the different variances (i.e., sample sizes). This trick of defining an error in terms of a weighted sum of independent sample variances was proposed by Wald, and any procedure that defines the error term in this manner is known as the Wald test (another well-known Wald test is the test on proportions that we will cover later in the course). I point out the Wald test only because it differs from the other kinds of tests we use in this class (i.e., those based on the $t$ and the $F$ distribution).

I am not aware of R and SPSS programs that can perform the general contrasts I present here. You’ll have to program them yourself. A few R packages provide equation 6-13 and I found a few R packages that test two independent correlations, but not the general form presented here. You’ll have to program it yourself using the formulas presented here.

4. Spearman’s $\rho$: A nonparametric correlation coefficient.

Spearman’s rank correlation is identical to computing the usual Pearson correlation (Equation 6-8) on data that have been transformed into ranks. No need to learn a new formula, just compute the usual correlation on the ranks and you’ve done a Spearman’s rho.

There are other types of nonparametric measures of association. One was developed by Kruskal and Goodman, called “gamma” (i.e., the Greek letter $\gamma$). There are also many variants of $\gamma$. The $\gamma$ measure has an intuitive interpretation involving proportion of times that the

---

6For more general null hypotheses that the population contrast equals a specific value $k$, just put $(\hat{I} - Z_f(k))$ in the numerator of Equation 6-23.
ordering on the X variable is consistent with the ordering on the Y variable (i.e., proportion of times in the data set that if one subject has a higher X score than another subject, that the first subject also has a higher Y score than the other subject; this ordering relation is examined across all possible pairs of subjects). If there is time next semester we may come back to these alternative nonparametric measures of association that focus on the ordinal relation variables without imposing additional structure we see in traditional correlation and regression such as straight line fits. These ordinal measures of association capture the intuition of “as one variable goes up, the other variable goes up too” in a more general way than correlation and regression. These are usually the way social scientists express hypotheses between two variables, so these nonparametric measures of association may be more applicable to our field.

5. Fitting straight lines.

Recall from high school algebra that the equation of a line is

$$Y = b + mX$$  \hspace{1cm} (6-24)

where $b$ is the y-intercept and $m$ is the slope. Examples will be given in class. The “high school method” for finding the slope and intercept works great when the points fall along a straight line. However, with real data the points will rarely fall exactly on a straight line. There’s bound to be some noise. We need a technique for estimating the slope and y-intercept of a line from noisy data—that is, from a scatterplot. This technique is called regression. We will begin with a simple regression equation and build up to some rather complicated regression equations.

As with most statistics, we define the population values. Denote $\beta_0$ as the population y-intercept and $\beta_1$ as the population slope. We gather a sample and compute the sample estimates such that

$$Y = \hat{\beta}_0 + \hat{\beta}_1 X + \epsilon$$  \hspace{1cm} (6-25)

where $\hat{\beta}_0$ is the sample estimate of the y-intercept, $\hat{\beta}_1$ is the sample estimate of the slope and $\epsilon$ is the usual error term. Equation (6-25) is the structural model for a simple linear regression. The structural model posits a linear relationship between the X and Y variables.

Computational formulas for the slope and intercept are:

$$\hat{\beta}_1 = \frac{S_{xy}}{S_{xx}}$$  \hspace{1cm} (6-26)
$$\hat{\beta}_0 = \bar{Y} - \hat{\beta}_1 \bar{X}$$  \hspace{1cm} (6-27)

\*For those interested in derivations… The derivation of the slope and intercept in the least squares sense is finding the value for the intercept and slope that minimize MSE. That is, we want to find values of the slope and intercept that minimize the sum of squared residuals ($\sum (Y - (\beta_0 + \beta_1 X))^2$). Take the partial derivative of MSE with respect to $\beta_0$, and to $\beta_1$, set them equal to 0, solve for the slope and intercept, and there you go.
6. Keeping track of units.

Psychologists perform linear regression on all sorts of variables. It is instructive to keep track of units when interpreting the intercept and the slope. For instance, suppose someone is regressing intelligence (the criterion variable) on some anxiety measure (the predictor variable). Intelligence is usually scaled to have a mean of 100 and a standard deviation of 15, whereas the anxiety measure may be on a 7-point scale, so will obviously be on a different scale. In this regression, the intercept will be in the units of the criterion variable and the slope will be telling you how to convert from the units of the predictor to the units of the criterion. So, in this example, the slope can be interpreted as a conversion factor that is in intelligence per anxiety units.

It will be useful for you to work through this argument under different examples. For instance, what happens to the slope and intercept when the predictor is transformed by a linear function before it enters the regression (such as in converting degrees Fahrenheit to degrees Celsius).

7. Data, fits, and residuals

The fit of a regression equation is computed directly from the structural model (Equation for the special case of simple, linear regression). That is, we take a particular subject’s score on variable X, multiply by the slope, and add the y-intercept to get the predicted score \( \hat{Y} \). The fitted value is \( \hat{Y} \). Each subject has his or her own fitted value, which is a linear transformation of his or her own score on variable X.

There are two intuitive ways to understand how the fit works (i.e., how the line is determined). One is the eyeball method. Another is the rubber band method demonstrated in class.

A more rigorous method is to define an equation and solve for the relevant parameters. Regardless of the method used, the bottom line is that regression finds the “line of best fit” with all the details being in how “best” is defined.

Recall that the general schema for a model is data = fit + residual, or, by re-arranging terms,
residual = data - fit. This last term (data - fit) will be very useful because the residual can be expressed as

\[ \text{residual} = \text{data} - \text{fit} \]  
\[ \epsilon = Y - \hat{Y} \]  
\[ = Y - (\hat{\beta}_0 + \hat{\beta}_1 X) \]  

(6-28)  
(6-29)  
(6-30)

One way to define “fit” is to find those \( \hat{\beta}_0 \) and \( \hat{\beta}_1 \) that make the residual as small as possible. Intuitively, we search all possible values for \( \hat{\beta}_0 \) and \( \hat{\beta}_1 \) until we found the smallest possible sum of squared residuals, i.e., SSResidual.

The reason we have to square the residuals is that across all subjects in a sample the sum of the \( \epsilon \)s will always be zero. Squaring the \( \epsilon \)s makes the residuals more useful as a quantity to minimize. The two parameters in regression are chosen so as to minimize the following quantity

\[ \sum \epsilon^2 = \sum (Y - \hat{Y})^2 \]  
\[ = \sum (Y - (\hat{\beta}_0 + \hat{\beta}_1 X))^2 \]  

(6-31)  
(6-32)

One detail needs to be made clear. If there are N subjects there will be N values for the Y variable (the predicted variable, or the dependent variable), N different \( \hat{Y} \)s (the fitted values), N values of X (the predictor variable, or the independent variable), and N different \( \epsilon \)s. On the other hand, there will only be one \( \hat{\beta}_0 \) and one \( \hat{\beta}_1 \) for the entire sample. These latter two values are estimated from the entire sample and are assumed to be the same for all subjects. More general versions of regression allow each subject, or unit, to have their own intercept and slope; this is accomplished by treating subject as a random effect much like we did in repeated measures ANOVA. We will cover random effects in regression soon.

8. Desiderata for \( \hat{\beta}_0 \) and \( \hat{\beta}_1 \).

(a) The line of best fit should pass through the point corresponding to the means of each of the two variables, i.e., the point \((\bar{X}, \bar{Y})\).

(b) The sum of the squared residuals should be as small as possible.

9This is exactly the same trick used when computing the variance. The sum of the differences between each score from the sample mean is always zero so, instead of taking the sum of the differences, we take the sum of the squared differences.

10We will also see (LN#8) that a regression model containing an interaction term between two predictors can be rewritten as a simple linear relation between one of the predictors and the dependent variable with the second predictor influencing both the intercept and slope of that linear relation. In this sense, other predictors in a regression model can be interpreted as yielding tailor-made intercept and slope parameters.
9. Sum of Squares Decomposition

Regression also has a decomposition of the sums of squares, degrees of freedom and a source table. The general framework is

\[ SS \text{ total} = SS \text{ regression} + SS \text{ residual} \]  

(6-33)

The terms are defined as

\[ \sum_i (Y_i - \bar{Y})^2 = \sum_i (\hat{Y}_i - \bar{Y})^2 + \sum_i (Y_i - \hat{Y}_i)^2 \]  

(6-34)

In words, the sum of squares total is the variability between the observed scores and the overall mean ("grand mean") of the Y scores, the sum of squares regression is the variability between the predicted values for Y and the overall mean (analogous to comparing the model to the grand mean), and the sum of squared residuals is the variability between the observed scores and the predicted values (how close the fitted values are to the observed values).

This decomposition is similar to the one we saw for ANOVA. It turns out that ANOVA is a special case of regression. If one does regression in a particular way, one gets the identical results as ANOVA. But, regression allows you to do much more; it is more general, hence the term “general linear model.” More on this later.

The population variance of the residuals, \( \sigma^2 \), is estimated by

\[ \hat{\sigma}^2_{Y,X} = \frac{\sum(Y - \bar{Y})^2}{N - 2} \]  

(6-35)

\[ = \frac{SS \text{ residual}}{N - 2} \]  

(6-36)

where N is the number of subjects, i.e., number of (x, y) pairs. Why divide by N - 2? The general heuristic is that the denominator is the number of subjects minus the number of parameters that are fitted. In this simple case we are fitting two parameters, the slope and the intercept. The reason for caring about the number of parameters is because the fitted values, \( \hat{Y} \), depend on the number of parameters that are in the model. This heuristic also applies to t tests and ANOVA. For example, recall that in a two sample t test there are N - 2 degrees of freedom. The N - 2 comes from the fact that two parameters are being fitted: the grand mean \( \mu \) and the treatment effect \( \alpha_i \) (there essentially only one \( \alpha \) in a two-sample t test because each group has the same value except for sign).

I introduced new notation in the left hand side of Equation 6-35: the left hand term has a dot in the subscript between Y and X. In general, what is on the left side of the dot refers to dependent variables (or variables that are predicted) and what is on the right side of the dot refers to independent variables (or predictor variables).
Equation 6-35 is similar to the mean square error we saw in the ANOVA source table. So, if we have sum of squares and mean squared terms, then there is going to be a source table lurking around. The form of the regression source table is

<table>
<thead>
<tr>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSR= ( \sum(Y_i - \bar{Y})^2 )</td>
<td>number of parameters - 1</td>
<td>SSR/df</td>
<td>MSR/MSE</td>
</tr>
<tr>
<td>SSE= ( \sum(Y_i - \hat{Y}_i)^2 )</td>
<td>N - number of parameters</td>
<td>SSE/df</td>
<td></td>
</tr>
</tbody>
</table>

The MSE is an estimate of the population residual variance \( \sigma^2 \). Some people like to take the square root of the MSE as a measure of goodness of fit because, in a sense, the \( \sqrt{\text{MSE}} \) is the “average” residual so it gives a measure of the typical residual. I put the word average in quotes because it is the square root of the sum of squared residuals divided by the degrees of freedom for the error—it is thus an “average-like” term.

The F test tells you whether the linear transformation of the X variable is a statistically significant predictor of the Y variable. In the case of linear regression with one predictor, this F test also tells you whether the slope is significantly different from zero and whether the correlation is significantly different from zero. All three tests (F for the regression, the \( t \) test for the slope, and \( t \) test for the correlation) are equivalent tests when there is only one predictor in the regression model—an important fact you should understand.

10. Interesting observations

The ratio \( \frac{SS_{\text{regression}}}{SS_{\text{total}}} = R_{Y,X}^2 \). The term \( R_{Y,X} \) is interpreted as the overall correlation between the variables on the left side of the dot with the variables on the right side of the dot. Sometimes I’ll just write \( R^2 \) for short, omitting the subscripts. In the case of simple linear regression with one predictor, there is one variable on each side of the dot, so \( R^2 \) equals the square of the correlation coefficient \( r \). If the regression source table is available, a correlation can quickly be calculated by

\[
 r = \sqrt{\frac{SS_{\text{regression}}}{SS_{\text{total}}}} \quad (6-37)
\]

To reiterate: the relation between \( R^2 \) and \( r \) only holds when there is one independent variable and one dependent variable. \( R^2 \) is more general than the correlation \( r \) because it can be defined for any number of independent (or predictor) variables\(^1\).

\(^{1}\) Here is an esoteric fact. If the regression is forced through the origin in the sense that the intercept is forced to be zero, then the correct way to compute \( R^2 \) is \( (\text{SST}-\text{SSE})/\text{SST} \), where SST is computed manually from the Y scores by \( \sum(Y - \bar{Y})^2 \). The reason has to do with the definition of SSR and whether or not the variables are mean-corrected. Of course, when the intercept term is included in the structural model, then SST-SSE=SSR so both forms are identical. However, they diverge when the intercept is not included, and to make matters worse, SPSS and R use the incorrect
R² is not a perfect measure. It is made up of two components: a part that is related to the regression (SS regression) and a part that is completely driven by the variance in the dependent variable (SST). So, two data sets may have different R²s with identical SS regression (that is, in some sense identical fits of the regression) but different variances for the dependent variable. Some people (e.g., Gelman & Hall, 2007) argue that it is misleading to evaluate the fit of a regression based on a measure such as R² that is sensitive to the variability of the dependent variable. An example would be if one data set has a restricted range in the dependent variable relative to the other data set but both data sets have the identical regression fit. The R²s will differ in the two data sets because they have different dependent variable variances even though the line of best fit is (in the underlying data generating mechanism) identical. The square root of MSE is sometimes taken as a better measure of fit by some statisticians because it is an index of an “average residual” (this concept will come up in future lecture notes). There is also a related issue of restricted range in the predictor variable influencing the fit of the regression line.

11. Explaining Variance in Y

Earlier I mentioned that the square root of the MSE can be interpreted as the “average” residual. In this section I want to develop the MSE in a little more detail.

The residual variance \( \hat{\sigma}^2_{Y|x} \) (aka MSE) refers to the variability of Y after X has been taken into account. Another way of saying this: the variance of Y with the linear effect of X partialled out.

An intuitive view. If you only had knowledge of the Y scores, what would be your best prediction about the average value of Y? Obviously, the sample mean \( \bar{Y} \). You would want to place a confidence interval around \( \bar{Y} \). To calculate this CI you use the sample variance of Y, \( \hat{\sigma}^2_Y \) (which is an estimate of \( \sigma^2_Y \)).

Now, suppose you had knowledge of the corresponding X scores. To the extent that X and Y are related, the knowledge of X can be used to make better predictions of Y. For example, instead of predicting the overall sample mean of Y, you can predict the sample mean of Y corresponding to individuals who have a particular X score—this is a “correlational” statement because you are predicting Y given X. Naturally, this extra knowledge translates into narrower confidence intervals. Thus the MSE of the regression will be smaller than the variance of the Y scores when there is a correlation between X and Y. Specifically, MSE can be

\[ R^2 \text{ formula when the intercept is omitted from the structural model. When using programs like SPSS and R to force a regression through the intercept, one needs to compute } R^2 \text{ manually as } (SST-SSE)/SST. \text{ This error can lead to strange results in } R^2. \text{ Rarely in psychology do we force the regression line to go through the origin because usually the scale has an arbitrary zero point. In some disciplines like economics, this makes more sense to force the intercept to be 0 (e.g., when salary is $0, then 0% of the labor force will work so the regression line between salary and percent work force who work should go through the point (0,0). There are relatively few applications in Psychology where forcing the regression line through the origin makes sense.} \]
written in a form that illuminates the role of $R^2$

$$\text{MSE} = \sigma^2 \left( \frac{N - 1}{N - 2} \right) (1 - R^2)$$  \hspace{1cm} (6-38)

$$= \frac{\sum (Y - \bar{Y})^2 (1 - R^2)}{N - 2}$$  \hspace{1cm} (6-39)

$$= \frac{S_Y}{N - 2} (1 - R^2)$$  \hspace{1cm} (6-40)

Equation (6-40) makes transparent what is meant by “explaining variance in Y.” The $(1 - R^2)$ term makes MSE smaller as the correlation between the two variables increase. So, the MSE is smaller than the variance of the $Y$ scores whenever $R^2 > 0$. The better the predictor, in the sense of a higher $R^2$, the smaller the CI around the tailor made prediction.

12. Testing the null hypotheses that $\beta_1 = 0$ and $\beta_0 = 0$.

This section follows our usual hypothesis testing template. We will use the definition of $t$ as the estimate divided by the standard error of the estimate, compute $t_{\text{obs}}$ and compare the absolute value of $t_{\text{obs}}$ to $t_{\text{critical}}$.

Recall that a $t$ test can be formed when one divides an estimate by its standard error. As previously stated, the slope and intercept for simple linear regression can be estimated by

$$\hat{\beta}_1 = \frac{S_{xy}}{S_{xx}}$$  \hspace{1cm} (6-41)

$$\hat{\beta}_0 = \bar{Y} - \hat{\beta}_1 \bar{X}$$  \hspace{1cm} (6-42)

All we need are the standard error of the estimates. They are, respectively,

$$\text{st. err}(\hat{\beta}_1) = \sqrt{\frac{\text{MSE}}{\sum (X - \bar{X})^2}}$$  \hspace{1cm} (6-43)

$$\text{st. err}(\hat{\beta}_0) = \sqrt{\frac{\text{MSE} \sum X^2}{N \sum (X - \bar{X})^2}}$$  \hspace{1cm} (6-44)

Form $t$-tests in the usual way as estimate/st.error of estimate. You compute one $t$ test for the slope and another for the intercept. Both the slope and the intercept have df = $N - 2$. You can follow the same template we’ve been using throughout the semester from here on out. Just compare $t$ observed to $t$ critical. The $t$ critical is from the table lookup using your desired $\alpha$ level and df = $N - 2$.

Confidence intervals around the slope and the intercept are easy to construct. The form of a confidence interval is

$$\text{estimate} \pm t_{\alpha/2, \text{df}} \text{ st. error of est.}$$  \hspace{1cm} (6-45)
All you need to do is find the appropriate value in the t table (df = N - 2, or more generally, the degrees of freedom associated with the sum of squares residual) and then plug in the values for the estimate and the st. error of the estimate (equations given above, depending on whether you are constructing a confidence interval around a slope or an intercept).

Why do the denominators of the standard errors have $\Sigma(X - \bar{X})^2$? It would seem that the variability of the predictor X shouldn’t matter? Actually it does. If X has a lot of variability, the slope will be more stable (have a smaller standard error) than if X has little variability. Draw some scatterplots where everything is the same except for the variability of X and convince yourself of this.

The slope is related to the correlation through a simple multiplication.

$$r = \frac{\beta_1 \text{sd}_x}{\text{sd}_y}$$

If you know the standard deviations and the slope, then you know the correlation. This is the reason why the t-test for the slope is identical to the t test for the correlations (both at the null value of 0)—if one is zero, then the other is also zero assuming non-zero standard deviations.

Both tests for the slope and intercept are summarized in the hypothesis testing template Figure 6-6 and Figure 6-7, respectively.


As usual, when testing hypotheses or building confidence intervals there are statistical assumptions that must be made.

(a) Each observation is independent of all others (or equivalently, the residual terms, $\epsilon_i$, are independent).

(b) At each value of X, the Y scores are normally distributed (or equivalently, at each value of X, the $\epsilon$s are normally distributed).

(c) Across all values of X, the Y scores have the same variance (or equivalently, across all values of X, the $\epsilon$s have the same variance).

14. Making predictions about Y given knowledge of X.

(a) Predicting individual points.
Null Hypothesis
- $H_0$: $\beta_1 = 0$
- $H_a$: $\beta_1 \neq 0$ (two-sided test)

where $\beta_1$ is the population slope.

Structural Model and Test Statistic
The structural model for the null hypothesis at $\beta_1 = 0$ follows the usual t-test distribution

$$t \sim \frac{\hat{\beta}_1}{\text{estimated st. dev. of the sampling distribution}}$$

For the slope tested at $\beta_1 = 0$, $t$ observed is

$$t_{\text{observed}} = \frac{\hat{\beta}_1}{\sqrt{\frac{\text{MSE}}{\sum(X-\bar{X})^2}}}$$

with df = $N - 2$, which is total sample size minus 2.

Critical Test Value We use the $t$ table to find the critical value of $t$, denoted $t_{\text{critical}}$ for the specific degrees of freedom, two-sided, and $\alpha = 0.05$.

Statistical decision If $|t_{\text{observed}}| > t_{\text{critical}}$, then reject the null hypothesis, otherwise fail to reject.
Null Hypothesis

- $H_0: \beta_0 = 0$
- $H_a: \beta_0 \neq 0$ (two-sided test)

where $\beta_0$ is the population intercept.

Structural Model and Test Statistic

The structural model for the null hypothesis at $\beta_0 = 0$ follows the usual t-test distribution.

For the intercept tested at $\beta_0 = 0$, $t$ observed is

$$t_{observed} = \frac{\hat{\beta}_0}{\sqrt{\text{MSE} \sum \frac{X^2}{N \sum (X-X)^2}}}$$

with df = $N - 2$, which is total sample size minus 2.

Critical Test Value

We use the $t$ table to find the critical value of $t$, denoted $t_{critical}$ for the specific degrees of freedom, two-sided, and $\alpha = 0.05$.

Statistical decision

If $|t_{observed}| > t_{critical}$, then reject the null hypothesis, otherwise fail to reject.
The regression equation can be used to make predictions about individual points. If you know a value of \( X \), you can predict the corresponding value of \( Y \) (i.e., you can calculate the predicted value \( \hat{Y} \) by multiplying by the slope and adding the intercept term). This yields the prediction \( \hat{Y} \).

A confidence interval can be placed around the predicted value \( \hat{Y} \). This type of confidence interval around an individual point estimate is typically called a “prediction interval.” The formula for the standard error of the estimate is quite ugly.

\[
\text{st. error}(\hat{Y}) = \sqrt{\text{MSE}} \sqrt{1 + \frac{1}{N} + \frac{(X - \bar{X})^2}{\sum(X - \bar{X})^2}} \tag{6-46}
\]

\( N \) corresponds to the total number of subjects that entered into the calculation of the slope and intercept.

This value for the standard error is plugged into the usual form of the confidence interval

\[
\hat{Y} \pm t \text{ st. error}(\hat{Y}) \tag{6-47}
\]

(b) Predicting average values

One can also predict the expected value of \( Y \) (i.e., the mean value of \( Y \)) given an \( X \) value. This contrasts with the above goal of predicting an individual \( Y \) for a given \( X \) value. Clearly, there is more error in predicting an individual value than predicting a mean. This is reflected in the width of the confidence interval (i.e., in the size of the standard error)—a wider interval is assigned to predictions of individual points than to predictions of average values.

The standard error of the expected value of \( Y \) given an \( X \) value is

\[
\text{st. error}(E(\hat{Y})) = \sqrt{\text{MSE}} \sqrt{1 + \frac{1}{N} + \frac{(X - \bar{X})^2}{\sum(X - \bar{X})^2}} \tag{6-48}
\]

The confidence interval for the predicted mean is

\[
E(\hat{Y}) \pm t \text{ st. error}(E(\hat{Y})) \tag{6-49}
\]

The phrase “confidence interval” is used to denote intervals around predicted average values and the phrase “prediction interval” is used to denote intervals around predictions of individual points.
(c) Predicting from new values of X (i.e., X scores that were not included in the original estimation of the slope and intercept)

The equations listed above also allow one to predict from new values of X. For example, suppose I perform a regression using 12 subjects. I then am asked to make a prediction about a 13th subject for whom an X value is available (and different from the previous 12 subjects’ X scores) but no Y has been yet been observed. I can predict this Y value and build a prediction interval around it by applying the above equations.

Data science and machine learning circles have terms for type of exercise The training set refers to the data used to estimate the parameters of the model. The testing set refers to data not used in training but used to evaluate how well the model predicts out-of-sample. So, this 13th subject was not included in the training (aka estimating) of the model, but can be used to evaluate how well the model predicts the value of Y for this 13th subject. There, of course, is more to these ideas, but this is the basic concept. Yes, regression is the first topic covered in machine learning courses.

(d) SPSS stuff

SPSS calls st. error(\(E(\hat{Y})\)) SEPRED. This is the standard error appropriate when predicting a mean. I don’t think the term st. error(\(Y\)) (the standard error appropriate when predicting an individual score) is given directly in the output of the REGRESSION command. But, it is trivial to compute by hand as long as you already have SEPRED and MSE. Look at Equation 6-46. The only difference between Equations 6-46 and 6-48 is that the former has a 1 added under the radical. It is easy to show, with some high school algebra, that

\[
\text{st. error}(\hat{Y}) = \sqrt{\frac{\text{MSE} + \text{SEPRED}^2}{n}}
\]

Even though SPSS doesn’t appear to print the standard error of an individual prediction it does compute the confidence intervals of both mean and individual predictions. In the regression command just add the line /SAVE PRED SEPRED MCIN ICIN, which will add to the data set for each case the prediction, the sepred, and the confidence intervals (CIN) of both the mean prediction (M) and the individual prediction (I). Again, this information about each the CI for each case is added as new columns in the data set file not in the output.

SPSS is very user-friendly at helping you predict from new values of X that are not already in the data set used to compute the regression parameters. The trick is to include the new values of X in your data and give the corresponding Y scores missing codes. The REGRESSION command, will ignore any cases with missing values for computing slopes, intercepts, and p-values. Thus, inferential analyses will not be influenced by
including these new values having missing codes on the Y. However, some of the output will print out that case with the missing data. For example, the SEPRED for a missing value will print because all that is needed for SEPRED is MSE and knowledge of the X values. Of course, some output will not be printed for that new value (e.g., the residual for the missing Y cannot be calculated so it will not be printed). An example is given Appendix 2.

(e) R stuff

The relevant R material is somewhat involved so appears in Appendix 3.
Appendix 1: Relevant SPSS syntax

1. SPSS CORRELATION command

The general syntax is

```
correlation variables = list.
```

You can specify additional subcommands such as asking for a two-tailed t-test

```
/print = twotail sig
```

and asking for some descriptive statistics on the variables.

```
/statistics = all
```

If you included these subcommands remember to put the period at the end of the last subcommand rather than the end of the CORRELATION line.

2. SPSS REGRESSION command

This command has many nice features, especially the ability to analyze residuals to detect where the model is going wrong, giving you information you can use to improve the model.

The general syntax is (the order of these lines appears to be important)

```
REGRESSION VARIABLES = LIST
   /statistics R coeff anova ci cha
   /dependent = nameofdv
   /method=enter listofiv
   /casewise all plot(zresid) default sepred cook.
```

All subcommands are self-explanatory except maybe “cha,” which gives the $R^2$ change from method to method subcommand, as we will see later it is possible to have multiple method
subcommands in the same regression command. The “all” in casewise makes all cases print (omitting the word “all” prints only the outliers—those residuals plus or minus 3 standard deviation). In the examples I will do over the next few days you will notice the use of these different features.

One side-effect of listing all the variables on the first line is that missing data on any variable in “list” will automatically remove that subject’s data from the analysis even if the regression does not name the variable with the missing data point in the /method or /dependent line.

Depending on the version of SPSS you use, it may be necessary to add the subcommand

```
/width=132
```

in the regression to permit the printing of all the options specified (one could also change the default line width to 132 through the SPSS Preferences dialog box). For instance, if you don’t change the default line width you may not get “sepred” to show up in your output.

Another subcommand to REGRESSION that may be useful is

```
/residuals = defaults sepred
```

which produces a histogram and normal plot of the residuals (useful for checking normality).

Sometimes you may want to save the residuals and “sepred” to the data file for subsequent analysis. You can use this subcommand to save those numbers:

```
/save pred sepred residual
```

This will save the predictions, sepred and residual information into your worksheet as data. You could then use the GRAPH command on these variables to produce any kind of plot you want. For example, the residuals are automatically given the variable name res_1 (check your data worksheet to see what SPSS named the variables). Then enter this command to plot the residuals against another variable, say, a variable in your dataset called “time”

```
GRAPH
/scatterplot(bivar)= time with res_1
/missing = listwise.
```
Plotting the residuals against a variable like time could provide information about the independence assumption (e.g., if the residuals show a correlation with time then they aren’t independent). You could also produce a histogram and normal plot manually on the saved residuals using the EXAMINE command.

The /save subcommand in REGRESSION can also store the mean and individual confidence intervals through the subcommand

```
/save pred sepred residual mcin icin
```

You can also produce scatterplots directly in the regression command using the /SCATTERPLOT subcommand. If you want to plot residuals against one of the predictors, you can include this subcommand in the REGRESSION command

```
/SCATTERPLOT (*resid, X1)
```

where X1 is the predictor you want to use in the scatterplot and the asterisk in front of resid tells SPSS that resid is not a variable in your dataset but a temporary variable created during the regression analysis. Using this method you would not need to save the residuals. This command coupled with a trick to plot against case number can be useful to check violations of independence (assuming your data are ordered by time). This will be covered in a later lecture notes.

3. SPSS Graphs

To get a matrix of scatterplots (all possible scatterplots between Y, X1, and X2):

```
GRAPH
/scatterplot(matrix) = Y x1 x2.
```

To get the regression line printed you could edit the scatterplot produced by GRAPH or more directly use the IGRAPH command.

```
IGRAPH /VIEWNAME='Scatterplot'
/X1 = VAR(test2)
```
Figure 6-8: SPSS Bootstrap Example

Bootstrap for Coefficients

<table>
<thead>
<tr>
<th>Model</th>
<th>B</th>
<th>Bias</th>
<th>Std. Error</th>
<th>Sig. (2-tailed)</th>
<th>95% Confidence Interval Lower</th>
<th>95% Confidence Interval Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Constant)</td>
<td>22.467</td>
<td>.196</td>
<td>9.389</td>
<td>.023</td>
<td>5.044</td>
<td>42.542</td>
</tr>
<tr>
<td>test1</td>
<td>.755</td>
<td>-.004</td>
<td>.122</td>
<td>.001</td>
<td>.501</td>
<td>.981</td>
</tr>
</tbody>
</table>

a. Unless otherwise noted, bootstrap results are based on 1000 bootstrap samples

/Y = VAR(test1)
/FITLINE METHOD = REGRESSION LINEAR LINE = TOTAL
/SCATTER.

Note: newer versions of SPSS seem to have dropped the IGRAPH and moved to a new command GGRAPH with slightly different syntax.

4. SPSS Bootstrap

Similar to what we saw in Lecture Notes 1 for the t-test, simply run the bootstrap command prior to the regression command to get additional bootstrap CIs in the regression output. For a regression using test1 (predictor) to predict test2 (dv) do the following:

BOOTSTRAP
  /SAMPLING METHOD=SIMPLE
  /VARIABLES TARGET=test2 INPUT= test1
  /CRITERIA CILEVEL=95 CITYPE=PERCENTILE NSAMPLES=1000
REGRESSION
  /STATISTICS COEFF OUTS R ANOVA
  /DEPENDENT test2
  /METHOD=ENTER test1.

will yield the usual table of coefficients, standard errors, ts and ps with this additional table (Figure 6-8) showing the bootstrap bias and CI.

5. Bayesian Regression in SPSS

The syntax for Bayesian regression in SPSS follows what we saw in Lecture Notes 1 for the two sample t-test. Here I show the default prior (which appears to be a noninformative prior)
and default specifications. Given that the default prior is noninformative, this analysis will be similar to the classical approach.

BAYES REGRESSION test2 WITH test1
   /CRITERIA CILEVEL=95 TOL=0.000001 MAXITER=2000
   /DESIGN COVARIATES=test1
   /INFERENCE ANALYSIS=BOTH
   /PRIOR TYPE=REFERENCE
   /ESTBF COMPUTATION=JZS COMPARE=NULL
   /PLOT COVARIATES=test1 INTERCEPT=TRUE ERRORVAR=TRUE BAYESPRED=TRUE.

Figure 6-9 shows a snippet of the output, namely the table of coefficients and the plots relevant to the slope parameter. The other output is important to examine as well but as of the version I’m using other important diagnostics such as traceplots are not provided. Best to use other programs such as R or stan for serious Bayesian analyses until SPSS Bayes functionality matures.
Appendix 2: Example with two midterm scores

Here are data from 31 students who took two midterms (from Ryan, Joiner, and Ryan, 1985). We’ll run several analyses to illustrate some of the points in these lecture notes.

data list free / test1 test2.
begin data
50 69
66 85
73 88
84 70
57 84
83 78
76 90
95 97
73 79
78 95
48 67
53 60
54 79
79 79
76 88
90 98
60 56
89 87
83 91
81 86
57 69
71 75
86 98
82 70
95 91
42 48
75 52
54 44
54 51
65 73
61 52
end data.

First, let’s look at the scatter plot of these two variables (could also use the scatterplot command on the windows interface of SPSS).

GRAPH
/scatterplot(bivar)= test1 with test2
/missing = listwise.

Second, we’ll compute the correlation between the two midterms.

correlation test2 test1
/print= twotail
/statistics=all.
The Cross-Prod Dev term is what we call $S_{XY}$, the sum of squared cross products, and the Variance-Covar term is what we call the covariance. Note that the correlation is 0.7031 which equals the covariance divided by the product of the two standard deviations (i.e., $\frac{165.9839}{15.9179 \times 14.8314}$). The COR-
Relation command also tests the null hypotheses.

Third, we perform a regression of test 2 on test 1. Note the regression dependent variable on independent variables(s) terminology in the previous sentence.

SPSS tidbit: you may need to re-adjust your SPSS default value to print everything listed here. For example, in the windows version, click on Edit/Preferences/Output and change 80 to 132; in the Unix version, click on Options/Preferences/Output.

```
regression variables= test1 test2
/statistics = r anov coeff ci
/dependent=test2
/method=enter test1
/residuals=defaults sepred outliers(cook)
/casewise=defaults sepred all
/scatterplot (test2, test1).
```

Multiple R .70307
R Square .49431
Adjusted R Square .47687
Standard Error 11.51311

Analysis of Variance

<table>
<thead>
<tr>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>1</td>
<td>3757.42041</td>
</tr>
<tr>
<td>Residual</td>
<td>29</td>
<td>3843.99895</td>
</tr>
<tr>
<td>F</td>
<td>= 28.34683</td>
<td>Signif F = .0000</td>
</tr>
</tbody>
</table>

------------------------ Variables in the Equation ------------------------

<table>
<thead>
<tr>
<th>Variable</th>
<th>B</th>
<th>SE B</th>
<th>T</th>
<th>Sig T</th>
<th>95% Confidence Interval</th>
<th>B Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEST1</td>
<td>.754575</td>
<td>.141726</td>
<td>5.324</td>
<td>.0000</td>
<td>.464713 1.044438</td>
<td>.703068</td>
</tr>
<tr>
<td>(Constant)</td>
<td>22.467092</td>
<td>10.223577</td>
<td>2.198</td>
<td>.0361</td>
<td>1.557529 43.376655</td>
<td></td>
</tr>
</tbody>
</table>

Casewise Plot of Standardized Residual

*: Selected M: Missing

<table>
<thead>
<tr>
<th>Case</th>
<th>TEST2</th>
<th>*PRED</th>
<th>*RESID</th>
<th>*SEPRED</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69.00</td>
<td>60.1959</td>
<td>8.8041</td>
<td>3.5829</td>
</tr>
<tr>
<td>2</td>
<td>85.00</td>
<td>72.2691</td>
<td>12.7309</td>
<td>2.1701</td>
</tr>
<tr>
<td>3</td>
<td>88.00</td>
<td>77.5511</td>
<td>10.4489</td>
<td>2.0946</td>
</tr>
<tr>
<td>4</td>
<td>70.00</td>
<td>85.8514</td>
<td>-15.8514</td>
<td>2.8033</td>
</tr>
<tr>
<td>5</td>
<td>84.00</td>
<td>65.4779</td>
<td>18.5221</td>
<td>2.8312</td>
</tr>
<tr>
<td>6</td>
<td>78.00</td>
<td>85.0969</td>
<td>-7.0969</td>
<td>2.7096</td>
</tr>
<tr>
<td>7</td>
<td>90.00</td>
<td>79.8148</td>
<td>10.1852</td>
<td>2.2027</td>
</tr>
<tr>
<td>8</td>
<td>97.00</td>
<td>94.1518</td>
<td>2.8482</td>
<td>4.0237</td>
</tr>
<tr>
<td>9</td>
<td>79.00</td>
<td>77.5511</td>
<td>1.4489</td>
<td>2.0946</td>
</tr>
<tr>
<td>10</td>
<td>95.00</td>
<td>81.3240</td>
<td>13.6760</td>
<td>2.3157</td>
</tr>
<tr>
<td>11</td>
<td>67.00</td>
<td>58.6867</td>
<td>8.3133</td>
<td>3.0779</td>
</tr>
<tr>
<td>12</td>
<td>60.00</td>
<td>62.4596</td>
<td>-2.4596</td>
<td>3.2450</td>
</tr>
<tr>
<td>13</td>
<td>79.00</td>
<td>63.2142</td>
<td>15.7858</td>
<td>3.1370</td>
</tr>
<tr>
<td>14</td>
<td>79.00</td>
<td>82.0785</td>
<td>-3.0785</td>
<td>2.3828</td>
</tr>
<tr>
<td>15</td>
<td>88.00</td>
<td>79.8148</td>
<td>8.1852</td>
<td>2.2027</td>
</tr>
<tr>
<td>16</td>
<td>98.00</td>
<td>90.3789</td>
<td>7.6211</td>
<td>3.4352</td>
</tr>
<tr>
<td>17</td>
<td>56.00</td>
<td>67.7416</td>
<td>-11.7416</td>
<td>2.5597</td>
</tr>
</tbody>
</table>
Lecture Notes #6: Correlation and Regression

You can use this output to build confidence intervals and prediction intervals around predicted values.

Finally, we will compute a prediction on Y for a new value of X. I am not aware of a user-friendly way of doing this on SPSS. The kludge\footnote{Yes, kludge is a real word meaning something that has been thrown together with poorly matching parts, forming a distressing whole (aptly describing SPSS). Here is the entry from the Oxford English Dictionary: kludge klud. slang (orig. U.S.). Also kluge. [J. W. Granholm’s jocular invention: see first quot.; cf. also bodge v., fudge v.] ‘An ill-assorted collection of poorly-matching parts, forming a distressing whole’ (Granholm); esp. in Computing, a machine, system, or program that has been improvised or ‘bodged’ together; a hastily improvised and poorly thought-out solution to a fault or ‘bug’.} is to include the new value as a case in the data file. It
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Figure 6-12: SPSS normal plot of residuals
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will have a missing code for the dependent variable. I chose 9999 to be the missing code. Note the only difference between the previous regression and the present regression is that the data file has an extra case at the end with a missing value code for the 2nd column of data.

```
data list free / test1 test2.
begin data.
50 69
66 85
73 88
84 70
57 84
83 78
76 90
95 97
73 79
78 95
48 67
53 60
54 79
79 79
76 88
90 98
60 56
89 87
83 91
81 86
57 69
71 75
86 98
82 70
95 91
42 48
75 52
54 44
54 51
65 73
61 52
68 9999
end data.

missing value test2(9999).

regression variables= test1 test2
       /statistics = r anov coeff ci
       /dependent=test2
       /method=enter test1
       /residuals=defaults sepred outliers(cook)
       /casewise=defaults sepred all
       /scatterplot (test2, test1).
```

```
Multiple R    .70307
R Square      .49431
Adjusted R Square  .47687
Standard Error  11.51311
```

Analysis of Variance

- 1979 Personal Computer World Nov. 71/3 Kludge, a local modification or patch in a computer program to overcome some error or design fault.
### Lecture Notes #6: Correlation and Regression

<table>
<thead>
<tr>
<th></th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>1</td>
<td>3757.42041</td>
<td>3757.42041</td>
</tr>
<tr>
<td>Residual</td>
<td>29</td>
<td>3843.99895</td>
<td>132.55169</td>
</tr>
</tbody>
</table>

\[ F = 28.34683 \quad \text{Signif } F = .0000 \]

---------- Variables in the Equation ----------

<table>
<thead>
<tr>
<th>Variable</th>
<th>B</th>
<th>SE B</th>
<th>95% Confidence Interval B</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEST1</td>
<td>.754575</td>
<td>.141726</td>
<td>.464713 1.044438</td>
<td>.703068</td>
</tr>
<tr>
<td>(Constant)</td>
<td>22.467092</td>
<td>10.223577</td>
<td>1.557529 43.376655</td>
<td></td>
</tr>
</tbody>
</table>

---------- in ----------

<table>
<thead>
<tr>
<th>Variable</th>
<th>T</th>
<th>Sig T</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEST1</td>
<td>5.324</td>
<td>.0000</td>
</tr>
<tr>
<td>(Constant)</td>
<td>2.198</td>
<td>.0361</td>
</tr>
</tbody>
</table>

Casewise Plot of Standardized Residual

*: Selected M: Missing

<table>
<thead>
<tr>
<th>Case</th>
<th>TEST2</th>
<th>*PRED</th>
<th>*RESID</th>
<th>*SEPRED</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69.00</td>
<td>60.1959</td>
<td>8.8041</td>
<td>3.5829</td>
</tr>
<tr>
<td>2</td>
<td>85.00</td>
<td>72.2691</td>
<td>12.7309</td>
<td>2.1701</td>
</tr>
<tr>
<td>3</td>
<td>88.00</td>
<td>77.5511</td>
<td>10.4489</td>
<td>2.0946</td>
</tr>
<tr>
<td>4</td>
<td>70.00</td>
<td>85.8514</td>
<td>-15.8514</td>
<td>2.8033</td>
</tr>
<tr>
<td>5</td>
<td>84.00</td>
<td>65.4779</td>
<td>18.5221</td>
<td>2.8312</td>
</tr>
<tr>
<td>6</td>
<td>78.00</td>
<td>85.0969</td>
<td>-7.0969</td>
<td>2.7096</td>
</tr>
<tr>
<td>7</td>
<td>90.00</td>
<td>79.8148</td>
<td>10.1852</td>
<td>2.2027</td>
</tr>
<tr>
<td>8</td>
<td>97.00</td>
<td>94.1518</td>
<td>2.8482</td>
<td>4.0237</td>
</tr>
<tr>
<td>9</td>
<td>79.00</td>
<td>77.5511</td>
<td>1.4489</td>
<td>2.0946</td>
</tr>
<tr>
<td>10</td>
<td>95.00</td>
<td>81.3240</td>
<td>13.6750</td>
<td>2.3157</td>
</tr>
<tr>
<td>11</td>
<td>67.00</td>
<td>58.6867</td>
<td>8.3133</td>
<td>3.8179</td>
</tr>
<tr>
<td>12</td>
<td>60.00</td>
<td>62.4596</td>
<td>-2.4596</td>
<td>3.2450</td>
</tr>
<tr>
<td>13</td>
<td>79.00</td>
<td>63.2142</td>
<td>15.7858</td>
<td>3.1370</td>
</tr>
<tr>
<td>14</td>
<td>79.00</td>
<td>82.0785</td>
<td>-3.0785</td>
<td>2.3828</td>
</tr>
<tr>
<td>15</td>
<td>88.00</td>
<td>79.8148</td>
<td>8.1852</td>
<td>2.2027</td>
</tr>
<tr>
<td>16</td>
<td>98.00</td>
<td>90.3789</td>
<td>7.6211</td>
<td>3.4352</td>
</tr>
<tr>
<td>17</td>
<td>56.00</td>
<td>67.7416</td>
<td>-11.7416</td>
<td>2.5597</td>
</tr>
<tr>
<td>18</td>
<td>87.00</td>
<td>89.6243</td>
<td>-2.6243</td>
<td>3.3231</td>
</tr>
<tr>
<td>19</td>
<td>91.00</td>
<td>85.0969</td>
<td>5.9031</td>
<td>2.7096</td>
</tr>
<tr>
<td>20</td>
<td>86.00</td>
<td>83.5877</td>
<td>2.4123</td>
<td>2.5357</td>
</tr>
<tr>
<td>21</td>
<td>69.00</td>
<td>65.4779</td>
<td>3.5221</td>
<td>2.8312</td>
</tr>
<tr>
<td>22</td>
<td>75.00</td>
<td>76.0419</td>
<td>-1.0419</td>
<td>2.0684</td>
</tr>
<tr>
<td>23</td>
<td>98.00</td>
<td>87.3606</td>
<td>10.6394</td>
<td>3.0019</td>
</tr>
<tr>
<td>24</td>
<td>70.00</td>
<td>84.3423</td>
<td>-14.3423</td>
<td>2.6202</td>
</tr>
<tr>
<td>25</td>
<td>91.00</td>
<td>94.1518</td>
<td>-3.1518</td>
<td>4.0237</td>
</tr>
<tr>
<td>26</td>
<td>48.00</td>
<td>58.1593</td>
<td>-6.1593</td>
<td>4.5561</td>
</tr>
<tr>
<td>27</td>
<td>52.00</td>
<td>79.0602</td>
<td>-27.0602</td>
<td>2.1580</td>
</tr>
<tr>
<td>28</td>
<td>44.00</td>
<td>63.2142</td>
<td>-19.2142</td>
<td>3.1370</td>
</tr>
<tr>
<td>29</td>
<td>51.00</td>
<td>63.2142</td>
<td>-12.2142</td>
<td>3.1370</td>
</tr>
<tr>
<td>30</td>
<td>73.00</td>
<td>71.5145</td>
<td>1.4855</td>
<td>2.2172</td>
</tr>
<tr>
<td>31</td>
<td>52.00</td>
<td>68.4962</td>
<td>-16.4962</td>
<td>2.4788</td>
</tr>
<tr>
<td>32</td>
<td>9999.00</td>
<td>73.7782</td>
<td>2.1015</td>
<td></td>
</tr>
</tbody>
</table>

Case #: 0:.................:O TEST2 *PRED *RESID *SEPRED

-3.0 0.0 3.0

[REMAINDER OF OUTPUT OMITTED]
From the output we see that the prediction for \( X = 68 \) (the new value we added) is 73.78. This is simply the intercept plus the product of 68 and the slope. The value 73.78 is both the prediction of a single (\( \hat{Y} \)) value and the prediction of the expected value (\( E(\hat{Y}) \)).

The standard error of the expected value is \( SE_{\text{pred}} = 2.1015 \) (as seen in the output). The standard error for the case of predicting a single value is, as given in Equation 6-50,

\[
\text{st. error}(\hat{Y}) = \sqrt{\text{MSE} + SE_{\text{pred}}^2} = \sqrt{132.55 + 2.1015^2} = 11.70
\]

The “confidence interval” around the expected value \( E(\hat{Y}) \) is

\[
E(\hat{Y}) \pm t \times SE_{\text{pred}}
\]

\[
73.78 \pm t \times 2.1015
\]

and the “prediction interval” around the single value \( \hat{Y} \) is

\[
\hat{Y} \pm t \times \text{st. error}(\hat{Y})
\]

\[
73.78 \pm t \times 11.70
\]

The \( t \) value in both of these intervals is based on the same degrees of freedom associated with the residual term (i.e., in the case of simple linear regression with one slope and one intercept, the degrees of freedom is \( N - 2 \), where \( N \) is the number of subjects). Obviously, the “prediction interval” is wider (in this case it is much wider) than the “confidence interval.” The reason the prediction interval is wider is because the standard error of \( \hat{Y} \) is greater than the standard error of \( \bar{Y} \), as it should be since in the former we are predicting a single score but in the latter we are predicting a mean.
Appendix 3: Relevant R syntax

R commands for correlation and regression are relatively simple.

Correlation

To correlate two variables x and y, the R command is (also show how to test a correlation against null hypothesis of 0)

```r
# make up some data; y is linearly related to x
# with noise epsilon
x <- rnorm(20)
y <- -1 + 2 * x + rnorm(20, 0, 2)
cor(x, y)
```

```
## [1] 0.7877137
```

```r
cor.test(x, y)
```

```
##
## Pearson's product-moment correlation
##
## data: x and y
## t = 5.4249, df = 18, p-value = 3.736e-05
## alternative hypothesis: true correlation is not equal to 0
## 95 percent confidence interval:
## 0.5299080 0.9122445
## sample estimates:
## cor
## 0.7877137
```

See the cor help file (?cor) for more information on details such as how to handle missing data.

More generally, if you have many variables to correlate, assemble them in a matrix and submit that matrix to the cor command as in

```r
# make up some data
z <- rnorm(20)
cor(cbind(x, y, z))
```
If you want a covariance matrix (variances in the diagonal, covariances in the off-diagonal) just use the \texttt{var} command instead of the \texttt{cor} command.

\begin{verbatim}
# make up some data
\texttt{var(cbind(x, y, z))}
\end{verbatim}

```
## x y z
## x 0.94608917 2.1604477 -0.04774883
## y 2.16044769 7.9509439 -0.76810862
## z -0.04774883 -0.7681086 1.02452460
```

\section*{Regression}

The regression command is \texttt{lm()} and it uses the usual “model” notation. So if \(y\) is the dependent variable and \(x\) is the predictor, just enter the structural model direction in the \texttt{lm()} command. It is good practice to save the output of the \texttt{lm()} command into an object so you can then operate on that object, such as produce a summary, extract residuals, do a residual plot, etc.

```
data <- \texttt{data.frame(x, y)}
lm.out <- \texttt{lm(y \sim x, data = data)}
\texttt{summary(lm.out)}
```

```
## Call:
## lm(formula = y \sim x, data = data)
##
## Residuals:
##    Min     1Q   Median     3Q    Max
## -3.9994 -0.9722  0.5041  1.0246  2.6758

## Coefficients:
##                Estimate  Std. Error t value
## (Intercept)  -0.7774      0.4125  -1.884
## x              2.2836      0.4209   5.425
## Pr(>|t|)       0.0758
## (Intercept) 0.0758 .
```
Scatterplots

R has nice plotting routines that work nicely with the other statistical commands. So it is easy to produce a scatterplot and superimpose the regression line. For example, if I already ran the regression command above and saved the results into the object that I called “output”, I can do one command that produces the plot and a followup command that extracts the coefficients from the saved object “output” and uses the coefficients in the abline() command to produce the regression line. One can also place confidence bands around the regression line, identify outliers, etc.

```r
plot(x, y)
# add regression line
abline(coef(lm.out), col = "red")
```
There are fancier plots one can do with the library ggplot2, and other add-ons people have contributed. Here is one nice plot that combines distributions as well as scatterplots (see http://www.win-vector.com/blog/2015/06/wanted-a-perfect-scatterplot-with-marginals/ but there are many other examples on the web).

```r
# library(devtools)
# install_github('WinVector/WVPlots')
library(WVPlots)
# adapted from help file
ScatterHist(data, "x", "y", title = "Example Fit",
            smoothmethod = "lm")
```
Prediction

To make predictions save the lm object and use the predict() command. You can get both prediction or confidence interval as well as print standard error. Here is an example to predict \( y \) for \( x=3 \) for both confidence and prediction intervals.

```
predict(lm.out, newdata=data.frame(x = 3),  
       interval="confidence", se.fit=T)
```

```
## $fit
##      fit     lwr       upr
## 1 6.073315 3.080892 9.065738
```

```
## $se.fit
## [1] 1.424338
```

```
## $df
## [1] 18
```

```
## $residual.scale
## [1] 1.784678
```
predict(lm.out, newdata=data.frame(x = 3),
       interval="prediction", se.fit=T)

# $fit
# fit  lwr  upr
# 1 6.073315 1.276116 10.87051
#
# $se.fit
# [1] 1.424338
#
# $df
# [1] 18
#
# $residual.scale
# [1] 1.784678

You can use this to piece together a graph with regression bands. The function ggplot in the ggplot2 package produces graphs that are much prettier and it provides many more features to overall graphing. Here I show the more direct way to plot a regression line with its error band.

plot(x, y)
# add regression line
abline(coef(lm.out), col = "red")
range.predictor <- range(x)
# generate 20 x scores spanning the range of x
new.x <- pretty(range.predictor, 20)
predictions <- predict(lm.out, new = data.frame(x = new.x),
                        interval = "confidence")
predictions

# fit  lwr  upr
# 1 -6.7145994 -8.9570485 -4.47215041
# 2 -6.2578882 -8.3373451 -4.17843139
# 3 -5.8011770 -7.7201013 -3.88225266
# 4 -5.3444658 -7.1059899 -3.58294164
# 5 -4.8877546 -6.4959308 -3.27957833
# 6 -4.4310433 -5.8912013 -2.97088544
# 7 -3.9743321 -5.2935964 -2.65506785
# 8 -3.5176209 -4.7056538 -2.32958802
# 9 -3.0609097 -4.1309344 -1.99088499
# 10 -2.6041985 -3.5742759 -1.63412096
# 11 -2.1474872 -3.0417549 -1.25321956
# 12 -1.6907760 -2.5398613 -0.84169074
```r
## 13 -1.2340648 -2.0735550 -0.39457463
## 14 -0.7773536 -1.6440187 0.08931157
## 15 -0.3206423 -1.2480258 0.60674108
## 16  0.1360689 -0.8795779 1.15171564
## 17  0.5927801 -0.5322104 1.71777055
## 18  1.0494913 -0.2004029 2.29938550
## 19  1.5062025  0.1200444 2.89236063
## 20  1.9629138  0.4321624 3.49366515
## 21  2.4196250  0.7380982 4.10115172
## 22  2.8763362  1.0393737 4.71329874

lines(new.x, predictions[, 2], col = "red", lty = 2)
lines(new.x, predictions[, 3], col = "red", lty = 2)
```
The package ggplot2 offers some more advanced capabilities for graphics. Here is a confidence band around a regression line.

```r
library(ggplot2)
ggplot(data, aes(x=x, y=y)) + geom_point() + stat_smooth(method="lm")
```
But some things are not built into ggplot2 yet (at least the last time I checked), such as prediction bands around regression lines. One needs to do some computation first and then plot the results of that computation. If you replace the word “prediction” with “confidence” in the code chunk below you have a confidence band plot analogous to the one that is the default in ggplot.

```r
out <- lm(y ~ x, data = data)
# cbind the prediction intervals to the dataframe
# data
data.pred <- cbind(data, predict(out, interval = "prediction"))

## Warning in predict.lm(out, interval = "prediction"): predictions on current data refer to future responses

# instruct ggplot to use the prediction interval
# just computed
ggplot(data.pred, aes(x = x, y = y)) + geom_ribbon(aes(ymin = lwr,
    ymax = upr), fill = "lightgray", alpha = 0.75) +
    geom_point() + geom_line(aes(y = fit), color = "blue",
    size = 1)

## Warning: Using 'size' aesthetic for lines was deprecated in ggplot2 3.4.0.
```
Bayesian Approach: Regression Example

For a review of the basic Bayesian approach review Lecture Notes 1 and Lecture Notes 3. Here I show an example with a simple regression using the default priors.

Bayesian procedures are growing rapidly in the R environment. This rapid development means that code breaks quickly and soon becomes outdated. At some point there will be some stability and work to make previous code backwards compatible, but we aren’t there yet. Be patient. I also use several different approaches in these notes (e.g., plots using ggmcc, bayesplot, etc), and each of these approaches may evolve in different directions. For example, a recent “gotcha” for me is when the naming of the intercept went from Intercept to b_Intercept, and it took me some time to figure out the issue from the terse error messages and terse help files. I was attempting to set different a different prior for the intercept than the usual default prior.

```r
# library(rstan)
library(brms)
```
# rstan_options(auto_write = TRUE) to speed up
# bayesian computation use available cores on
# your computer
options(mc.cores = parallel::detectCores())

# for illustration, using default priors
out.bayes <- brm(y ~ x, data = data, iter = 20000,
                 thin = 5, sample_prior = "yes")
summary(out.bayes)

## Family: gaussian
## Links: mu = identity; sigma = identity
## Formula: y ~ x
## Data: data (Number of observations: 20)
## Draws: 4 chains, each with iter = 4000; warmup = 2000; thin = 5;
##       total post-warmup draws = 1600

## Population-Level Effects:
##           Estimate Est.Error l-95% CI u-95% CI Rhat Bulk_ESS Tail_ESS
## Intercept -0.92      0.51   -1.92    0.08   1.00  7642    7824
## x           1.68      0.41    0.89   2.49   1.00  7493    7493

## Family Specific Parameters:
##           Estimate Est.Error l-95% CI u-95% CI Rhat Bulk_ESS Tail_ESS
## sigma     2.29      0.40    1.67    3.24   1.00  7647    7824

## Draws were sampled using sampling(NUTS). For each parameter, Bulk_ESS
## and Tail_ESS are effective sample size measures, and Rhat is the potential
## scale reduction factor on split chains (at convergence, Rhat = 1).

plot(out.bayes)
# prediction, compare to lm prediction interval
# above
predict(out.bayes, newdata = data.frame(x = 3))

## Estimate  Est.Error   Q2.5
##  [1,] 4.073572 2.648303 -1.191723
## Q97.5
##  [1,] 9.310314

# plot with 95% shaded; see the tidybayes package
library(bayesplot)
Bootstrapping

Here is a quick example for a nonparametric bootstrap for the slope of the regression equation. See Lecture Notes 1 and 3 for more detail on bootstrapping.
library(boot)

# function to compute slope; illustrated using
# the lm function to do the heavy lifting
slope.coef <- function(formula, data, indices) {
  boot.sample <- data[indices, ]
  coef.value <- coef(lm(formula, data = boot.sample))[2]
  return(coef.value)
}

boot.results <- boot(data = data, statistic = slope.coef,
  R = 2000, formula = y ~ x)
boot.results

##
## ORDINARY NONPARAMETRIC BOOTSTRAP
##
##
## Call:
## boot(data = data, statistic = slope.coef, R = 2000, formula = y ~
##      x)
##
## Bootstrap Statistics :
##        original  bias std. error
## t1*  1.938523 -0.04842206  0.3776924

boot.ci(boot.results, type = c("norm", "basic", "perc",
  "bca"))

## BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
## Based on 2000 bootstrap replicates
##
## CALL :
## boot.ci(boot.out = boot.results, type = c("norm", "basic", "perc",
##      "bca"))
##
## Intervals :
## Level Normal Basic
## 95%  ( 1.247, 2.727 )  ( 1.345, 2.849 )

## Level Percentile BCa
## 95%  ( 1.028, 2.532 )  ( 1.038, 2.533 )
A slight modification to the code lets you bootstrap both slope and intercept simultaneously. One can also plot the joint distribution of the slope and intercept of those bootstrapped samples, along with the confidence ellipses, with the `dataEllipse` function in the `car` package. Here I specify 50%, 95% and 99% ellipse bands.

```r
library(boot)
coefficients <- function(formula, data, indices) {
  boot.sample <- data[indices, ]
  # save both coefficients rather than just the second one
  coef.value <- coef(lm(formula, data = boot.sample))
  return(coef.value)
}

boot.results <- boot(data = data, statistic = coefficients, R = 2000, formula = y ~ x)
boot.ci(boot.results, type = c("norm", "basic", "perc", "bca"))

# BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
# Based on 2000 bootstrap replicates
#
# CALL:
# boot.ci(boot.out = boot.results, type = c("norm", "basic", "perc", 
#      "bca"))
#
# Intervals :
# Level  Normal    Basic
# 95%  (-1.5709, 0.0420) (-1.4986, 0.0971)
#
# Level  Percentile  BCa
# 95%  (-1.6518, -0.0561) (-1.7522, -0.0978)
#
library(car)
dataEllipse(boot.results$t[, 1], boot.results$t[, 2],
            xlab = "intercept", ylab = "slope", cex = 0.3,
            levels = c(0.5, 0.95, 0.99))
```
Appendix 4: More on Bayesian Regression

Comparison with the frequentist approach

There is a special case, for a particular choice of prior and other special conditions, where the frequentist and the Bayesian approaches are identical. Box and Tiao (1973) present a book length treatment of commonly used statistical tests (e.g., two-sample t test, ANOVA, multiple regression, linear mixed models, multivariate tests, etc., even including special procedures like the Welch df correction) and show similarities and differences between the usual frequentist and Bayesian approaches. The punch line is that in many of these special cases the results are identical. Computational power was expensive and limited back then, so they derived closed-form expressions for Bayesian tests under special assumptions of priors. Beautiful piece of scholarship. If you want to learn Bayesian approaches and way of thinking I recommend you start with this book before going into more recent treatments that focus on new numerical methods (such as Bayesian Data Analysis by Gelman et al) without always providing the necessary conceptual foundation.

I’ll rerun the Bayesian example with the special prior that produces the equivalence. I’ll focus just on the slope of the predictor x and not address the intercept and error variance that each have their own corresponding prior to set (or as I do here, leave as the default set by brm()).

```r
library(brms)
priors <- set_prior("normal(0,10)", class = "b")
out.bayes2 <- brm(y ~ x, data = data, iter = 20000,
                  thin = 5, sample_prior = "yes", prior = priors)

summary(out.bayes2)
```

```plaintext
## Family: gaussian
## Links: mu = identity; sigma = identity
## Formula: y ~ x
## Data: data (Number of observations: 20)
## Draws: 4 chains, each with iter = 20000; warmup = 10000; thin = 5;
##      total post-warmup draws = 8000
##
## Regression Coefficients:
## Estimate Est.Error l-95% CI u-95% CI Rhat Bulk_ESS Tail_ESS
## Intercept -1.35 0.59 -2.51 -0.19 1.00 7685 7541
## x 2.29 0.59 1.11 3.47 1.00 7765 7765
##
```
Further Distributional Parameters:

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>Est.Error</th>
<th>1-95% CI</th>
<th>2.67</th>
<th>0.46</th>
<th>1.94</th>
</tr>
</thead>
<tbody>
<tr>
<td>sigma</td>
<td>2.67</td>
<td>0.46</td>
<td>1.94</td>
<td>3.75</td>
<td>1.00</td>
<td>8030</td>
</tr>
<tr>
<td></td>
<td>u-95% CI</td>
<td>Rhat</td>
<td>Bulk_ESS</td>
<td>Tail_ESS</td>
<td>7688</td>
<td></td>
</tr>
<tr>
<td>sigma</td>
<td>3.75</td>
<td>1.00</td>
<td>8030</td>
<td>7688</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Draws were sampled using sampling(NUTS). For each parameter, Bulk_ESS and Tail_ESS are effective sample size measures, and Rhat is the potential scale reduction factor on split chains (at convergence, Rhat = 1).
# plot with 95% shaded; see the tidybayes package
library(bayesplot)
mcmc_areas(as.matrix(out.bayes2), regex_pars = "x",
            prob = 0.95)
I don’t want to make it sounds like the frequentist approach is a special case of the Bayesian approach because they happen to align under a very special set of circumstances. There are other differences too, for instance, Bayesians work with the entire posterior distribution directly, whereas frequentists work with point estimates (e.g., maximum likelihood) and build asymptotic theory around that point estimate to create a type of distribution around it. I acknowledge there are differences, but sometimes focusing on cases where two competing approaches agree helps understanding.

The traditional frequentist approach also provides ways of understanding the distribution of a parameter. For example, if the usual assumptions hold, a regression slope can be modeled with a t distribution. Indeed, this is the distribution that is used to compute the p-value and the confidence interval for the slope, one could easily plot this distribution using the output from a standard regression. In the example I just did for Bayes, the slope is 2.284, the standard error is 0.421 with 18
degrees of freedom and we can draw this distribution, which is similar to the one from the Bayesian analysis (interpreted differently, based on a different model, etc.).

While it is relatively easy as I just showed to estimate the distribution of a parameter using non-Bayesian approaches, the fully Bayesian approach also captures the uncertainty in the residual variance (i.e., the variance of the \( \epsilon \)s) and includes that uncertainty throughout the rest of the parameters. There isn’t an obvious way to represent the uncertainty on the residual variance using non-Bayesian approaches.
Checking Bayesian assumptions

We’ve made a big deal throughout this course about evaluating the model and checking assumptions. This theme will continue and we’ll learn more methods for evaluating the diagnosing issues with models and for checking assumptions. Here, I want to focus on some procedures for checking these things within the Bayesian context.

Checking your prior

It is useful to plot both prior and posterior together. With lots of data, the choice of prior won’t matter much as the data will carry the day. But for small samples you run the risk that the results could be partially driven by the choice of the prior. Depending on the context, this may or may not be desirable (e.g., it would be desirable if you intentionally want to use previous information, as operationalized through the prior, along with the results of this particular study).

As a heuristic, if the posterior doesn’t overlap with the prior, then you can be confident that the choice of prior had relatively little effect on the final result because the data were able to “move” the posterior away from the prior. However, if the prior and posterior overlap, there is a potential interpretation problem. It could be that the choice of the prior carried the day and the data didn’t move the posterior very much, which makes the final result sensitive to the particular prior used. Or it could result from the intentional act of choosing a flat (aka diffuse, noninformative) prior where the goal is to not give priority to particular parts of the parameter space. Basically, it is always good to try different priors in the spirit of a sensitivity test to see how depending your final conclusions are to choice of prior.

Here, I’ll focus on the prior I gave to the slope of the predictor x in my running example and the corresponding posterior. I intentionally selected a relatively flat prior. [The default flat prior for brm is an “improper” prior, so the sample_prior = ”yes” command doesn’t have any effect, which means the two commands below won’t show the prior distribution if you use the default prior.]

```r
library(brms)

# plot prior and posterior together, sample_prior # = 'yes' set above in brm
hyp <- hypothesis(out.bayes2, "x=0")

## Hypothesis Tests for class b:
##   Hypothesis Estimate Est.Error CI.Lower CI.Upper Evid.Ratio Post.Prob Star
## 1  (x) = 0 2.29 0.59 1.11 3.47 0.06
```
There are other checks that are commonly conducted. One is a prediction check of the posterior distribution of $y$. This plots example draws of predicted score distributions to compare to the ob-
served data distribution. If there isn’t good alignment, that suggests the model is not capturing the properties of the dependent variable. The phrase “a good model should be able to generate data that looks like the data we observed.”

```
# perform a posterior predictive check
pp_check(out.bayes2, ndraw = 100)
```

Another task is to examine the joint distribution of parameters. Here is the joint distribution of slope and intercept (not to be confused with the joint distribution of $x$ and $y$ presented early in these lecture notes).
posterior <- as.array(out.bayes2)
# requires hexbin package to do a pixelated plot
# to avoid overplotting
library(hexbin)
mcmc_hex(posterior, pars = c("b_Intercept", "b_x"))

There are other plots and diagnostics such as traceplots that are helpful in detecting whether the algorithm has converged. I’ll cover those in later lectures as time permits.