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The decarbonization of the electric grid is a fundamental technological and socio-economical challenge to address the looming threat of climate change. The reduction of the levelized cost of energy is a critical step to expand the application of carbon-free technologies that rely on high-potential, renewable energy sources such as wind power. Advanced computational tools are instrumental to capturing the tightly-coupled, multi-physics interactions that characterize modern highly-flexible wind turbine rotors. In this work, we use our high-fidelity multidisciplinary design optimization software to perform aerostructural optimization studies of a large wind turbine configuration, using an efficient, highly-scalable, gradient-based approach on a coupled CFD/FEM model. We investigate the trade-offs between steady-state aerodynamic efficiency and structural cost of a benchmark rotor using more than 100 structural and geometric design variables. Mass and torque are simultaneously used as performance metrics as we constrain the maximum stress and tip displacement of the rotor at below-rated operating conditions. We discuss both the optimized design features and the general design trends in the form of Pareto front analyses as we sweep over different prescribed torque values and objective weights. The results highlight the benefits of the coupled model with respect to a single-discipline strategy and showcase the additional insight that high-fidelity analysis tools offer to designers. As we work towards a more refined structural model and the inclusion of a larger set of shape variables to extend the optimization capabilities of the tool, the results support the idea that such high-fidelity approaches can complement conventional low-fidelity tools in the design of light and efficient turbine blades.

I. Nomenclature

AEP = annual energy production

\( A_r \) = swept area

\( C_p \) = power coefficient

\( d_{\text{tip}} \) = blade tip flap wise displacement

\( f(x) \) = generic objective function

\( g(x) \) = generic constraint

\( K S_{\sigma_{\text{max}}} \) = aggregated stress constraint

\( K S_{d_{\text{tip}}} \) = aggregated tip displacement constraint

LCOE = levelized cost of energy

\( M_1 \) = aerodynamic performance metric

\( M_2 \) = mass-based cost metric

\( M_{\text{eq}} \) = equivalent mass of steel

\( m \) = mass of the rotor

\( Q_x \) = torque extracted from the rotor
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II. Introduction

The climate science community overwhelmingly agrees that human activities, intensive greenhouse gasses emissions in the first place, are dramatically affecting the thermochemical equilibrium of our atmosphere. A recent report from the Intergovernmental Panel on Climate Change (IPCC) [1] suggests that we have already left the global temperature range of the Holocene, with yet inestimable negative consequences affecting natural resources availability, industrial-scale food production, and ultimately the individual well-being of the current and future generations. Net-zero emission targets have been recently outlined by the International Energy Agency [2] to curb global warming and reverse the effects of the last two centuries of industrial emissions, exacerbated by intensive fossil fuels consumption and loosely-regulated growth. To achieve this goal and limit the global temperature increase to 1.5° by the end of the century, it is of utmost importance to accelerate the transition to affordable carbon-free energy sources and minimize the impact of human activities on a global scale in the next few decades. The pathway proposed by IEA, in particular, suggests that almost 70% of the energy production in 2050 will come from solar and wind resources.

Wind energy is currently regarded as a mature technology at an industrial scale in both its onshore and offshore configurations. However, similar to other carbon-free energy sources, resource intermittency and installation-site dependency are limiting the current amount of energy that can be extracted. Recent studies from NREL [3] and IRENA [4] highlight how there is a large and currently untouched potential for locating wind energy further away from the coastline, where the wind resource is more abundant and steady, but the sea depth prevents the deployment of the fixed-bottom wind farm. Large floating offshore wind turbines (FOWT) are a promising solution to capture this resource and further reduce the cost of carbon-free energy.

The design of current and planned floating projects relies on experience gathered from previous bottom-fixed turbine configurations. However, the different environmental conditions, together with unique deployment and operations characteristics, strongly suggest that wind turbine configurations must be designed to maximize the market advantage of FOWT. On the one hand, the interactions of aerodynamics, hydrodynamics, structural and control systems need to be carefully modeled with tightly-coupled multidisciplinary analyses. On the other hand, the installation location relaxes the stringent noise and transportation constraints affecting the land-based counterparts, enabling the development of large-diameter, low-solidity rotors that maximize the aerodynamic performance and, consequently, the power extraction [5].

To accelerate the development of these new configurations, computational tools are essential to capture the multi-physics interactions that drive the performance and the structural sizing of these complex systems. The traditional “sequential” design of aerodynamic shape and internal structure falls short of taking full advantage of the interaction between fluid and structural dynamics [6–8]. Control co-design and multidisciplinary design optimization (MDO) techniques can exploit multi-physics trade-offs to minimize the mass of a highly-efficient floating system, with major benefits for capital investments, deployment, and operational benefits [9].

The research we present is part of the ARPA-E ATLANTIS project, whose goal is to “design radically new FOWT by maximizing their rotor-area-to-total-weight ratio while maintaining or ideally increasing turbine generation efficiency”. Within a broader research team considering a holistic design approach to turbine design, our goal is to leverage high-fidelity MDO to enable the preliminary design of the large rotors with unprecedented design insight. The University of Michigan’s MDO Lab has developed a high-fidelity multidisciplinary optimization tool named MACH [10] that uses a set of parametrization and analysis modules to perform gradient-based optimization. A previous collaboration with the Technical University of Denmark (DTU) has extended our tool capabilities to rotating lifting components and explored the potential of aerodynamic shape optimization of a wind turbine using a Computational Fluid Dynamics (CFD) code [11]. The authors investigated the advantages of a RANS-based approach to enhance the performance of a
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turbine rotor using a large set of design variables to tailor both its planform and cross-sectional shape. This paper builds on top of that work, extending the analysis and optimization to a tightly-coupled, steady-state aerostructural model.

The combination of CFD and Finite Element Method (FEM) tools extends the set of design variables that can be used in optimization and circumvents some of the assumptions that limit the modeling capabilities of conventional Blade Element Momentum Theory (BEMT) and beam theory-based design tools. This approach, combined with such tools and advanced control strategies, has the potential to maximize the performance and minimize the design costs of the next generation of wind turbines considering both steady-state and life-cycle performance and operations. While wind turbine optimization is not a new concept, we propose a first-of-a-kind application of high-fidelity aerostructural optimization tools in the design cycle of a large turbine rotor.

The authors are aware how high-fidelity optimization can quickly become intractable when a high number of design points are simultaneously evaluated — regardless of how efficiently the analysis code is implemented within the optimization framework. To address this shortcoming, the present work can be extended with a mixed-fidelity strategy to combine high-fidelity and conventional BEMT-based approaches in the optimization process [12]. In the latter reference, OpenFAST is coupled to MACH to extend its analysis capabilities to unsteady flow conditions and include life-cycle considerations in the design of the blade, enabling high-fidelity optimization compliant with fatigue and extreme load conditions.

A. A Short Overview of the State-of-the-art for Wind Turbine Design Optimization

In recent years, several tools have been developed to support the (conceptual) design of current and future wind turbines configurations. The state-of-the-art software, such as OpenFAST [13], Cp-Max [6], HAWTopt2 [14], and more recently ATOM [15], SHARPy [16], Qblade [17], and MoWit [18], are capable of simulating the full turbine, from flexible rotor and tower to the platform and mooring systems for floating concepts. Linear and nonlinear controllers are also included in the analysis, for both development purposes and more realistic operating performance evaluation. Such a holistic approach is necessary to capture the multi-body dynamics of the system and the unsteady aerostructural phenomena driving the performance and sizing of a turbine over its planned operating life. We will refer to these tools as “conventional” to make a distinction with the CFD and FEM software used in this work.

These conventional tools often rely on a combination of low-fidelity solvers to model the different components of the wind turbine. The aforementioned OpenFAST (and its predecessor FAST) have set the standard for turbine analyses in the last few years, combining a modal and multibody-dynamics formulation to include all the system macro components. On the structural side, the beam models used by BeamDyn and ElastoDyn can capture the dynamic response of the turbine but are limited in terms of degrees of freedom (ElastoDyn) and local stresses estimation (both). The aerodynamic analysis tool AeroDyn, based on the blade element momentum theory (BEMT), has shown good experimental agreement with conventional designs. However, the model assumptions prevent the application of this method to larger blades where 3D effects are prominent, especially at the root and tip. Moreover, the use of predetermined wing section polars “freezes” the airfoil design over successive iterations, and the absence of accurate sensitivity information has limited its application in optimization contexts.

Several works combined high and low-fidelity tools to find a trade-off between accuracy and computational cost. Finite-element structural models have been coupled with a hybrid lifting-line/vortex method in a multi-body aero-hydro-servo-elastic model by [19], showing good agreement with [20] and paving the way for relatively cheap strategies to overcome BEMT limitations. To address the same trade-off and overcome the limitations of BEMT models, in the last few years, “mid-fidelity” aerodynamic approaches such as vortex-particle methods have been introduced [21], although few relevant publications are currently available.

Other recent works shifted the focus to a narrower but higher-fidelity approach, highlighting the necessity of capturing the complex fluid-structure interaction on modern blades [22]. Recently Wainwright et al. [23] leveraged GPU acceleration techniques to study the aerostructural behavior of a rotor in complex inflow conditions combining a commercial CFD software and a finite-element modal solver. The authors used a strong coupling strategy to resolve time-accurate analyses, using a radial basis function approach to pass load-transfer information between the solvers. A work by Cheng et al. [24] validated a model that couples an actuator line model, an aerodynamic RANS solver, and an hydrodynamic CFD tool in OpenFOAM to study the behavior of a floating wind turbine. While BEMT and beam models have limitations on accurately predicting performance in complex flow, high-fidelity codes are limited by their computational cost and hardness of implementation. Despite the promising results of high-fidelity simulations, at the
current stage, none of these high-fidelity models has been used within an optimization framework.

While the works presented above aimed at a holistic analysis approach, other research groups have focused specifically on design optimization problems. Gray et al. [25] and Ning and Petch [26] have shown how analytical gradients can be effectively used for optimization problems that go beyond the sole rotor design and include a larger set of constraints. The problem formulation (and architecture more in general) has been extended to include fatigue considerations in the structural sizing [27]. Bottasso et al. [28] proposed a bi-level design approach in the form of a loosely-coupled nested optimization, using a holistic turbine model with a broad range of design constraints. The solution that maximizes the AEP/weight objective is found by interpolating a family of designs generated via low-fidelity, finite-differences gradient-based optimization. A more compact sequential approach using the same tool is presented in [29], while another work from the same research group [6] extended the model towards a monolithic approach that includes a more accurate FEM analysis to evaluate the structural properties of selected blade cross-sections. This method was effective, but the model coupling assumptions hindered the optimization robustness. To circumvent the implementation challenges of a tightly coupled aerostructural approach, these works use a fixed set of “optimized” aerodynamic loads in between structural optimization sub-iterations, ultimately converging to a consistent design. A similar approach has been used recently by Scott et al. [30] for the sequential optimization of a large turbine using a linearized aerostructural model to speed up aero-servo-elastic simulations. Zahle et al. [14] and McWilliam et al. [31] showed the potential of aeroelastic tailoring and passive load alleviation in blade design, leveraging on composite material anisotropic behavior. Although they used conventional low-fidelity models and finite-difference gradients, which ultimately limit the accuracy and robustness of the optimization, their results were promising. The coupling of a CFD and an aeroelastic solver has been investigated by Heinz et al. [20], showing good agreement with conventional approaches despite a non-conservative force transfer scheme and a loosely-coupled aerostructural solution. Commercial CFD codes and reduced-order structural models have also been used to explore the blade-tower interactions to quantify acceptable tip clearances and efficiency losses [32].

B. Paper Outline

In summary, this work presents a first-of-a-kind aerostructural optimization study for a large wind turbine rotor using a coupled CFD/FEM solver. We leverage the higher fidelity of our aerodynamic and structural analysis software and its efficient implementation in a gradient-based optimization framework to capture steady-state aeroelastic interactions over the rotor of the DTU 10MW configuration. Several optimization problems are investigated, culminating in an MDO problem where we use hundreds of aerodynamic and structural design variables to concurrently maximize the aerodynamic efficiency of the rotor while minimizing its mass. Ultimately, we show how the high-fidelity tight aerostructural coupling enables the identification of better designs that conventional optimization approaches might not identify due to their underlying modeling and coupling assumptions.

In the following sections, we present our tool in more detail in Sec. III and discuss our problem formulation in Sec. V where we define the objective, constraints, and design variables of our study. The results in Sec. VI are broken down into: a set of uncoupled structural optimization cases for preliminary sizing of our model in Sec. VI.B, a brief discussion of a coupled analysis in Sec. VI.A, a set of torque- and displacement-constrained mass minimization problems in Sec. VI.C, and a set of MDO cases with different weighted objective function in Sec. VI.D. The key takeaways of our approach are finally summarized in Sec. VII.

III. Methodology

Despite the increase in the computational cost and implementation effort, high-fidelity solvers offer higher result accuracy and more refined model definition than their low-fidelity counterparts, such as blade element momentum theory and beam models, which are generally bounded by stronger physical assumptions. Engineers can use these high-fidelity tools to gain better design insight and extend the available design space with a higher number of design variables. Gradient-based optimization techniques are the only viable strategy to turn high-dimensional and high-fidelity optimization formulations into a tractable numerical problem [8, 33]. The use of adjoint-based derivatives calculations for the coupled system decouples the overall computational cost from the number of design variables, making such solvers suitable for optimizations with \( N_{\text{Design Variables}} \gg N_{\text{Functions of interest}} \).

We propose to use our MDO framework, MACH, to perform extensive aerostructural optimization studies using
high-fidelity CFD and FEM analysis tools. This framework has been extensively used in previous works from the MDO Lab. Most of these previous works focused on aircraft design problems [34, 35], while a few others are extended to hydrofoil design [36]. In this paper, we apply the same methodology to a high-fidelity wind turbine aerostructural model to demonstrate the potential performance and mass reduction benefits of integrating this approach in rotor blade design.

![XDSM diagram of MACH optimization framework.](https://github.com/mdolab/MACH-Aero)

As shown in the Extended Design Structure Matrix (XDSM) diagram [37] in Fig. 1, MACH is composed of several tightly-integrated sub-modules that enable geometry parametrization and deformation, coupled aerostructural analysis, and efficient derivatives evaluation in an optimization context. The open-source, version of our toolkit, MACH-Aero † has been applied to a broader range of aerodynamic shape optimization studies including unconventional aircraft configurations [38–40], hydrofoil optimization [41], and wind turbine configurations [11, 42]. In the following paragraphs, we briefly introduce the main components of the framework. The benchmark is further discussed in Sec. IV.

A. Geometry Parametrization - pyGeo

The geometry manipulation module, pyGeo ‡, is based on the Free-Form Deformation (FFD) approach. This approach was first described by Sederberg and Parry [43] and later implemented by Kenway et al. [44] in pyGeo. A control volume is defined by the user starting from a 3D distribution of control points, which are effectively used as design variables by the optimizer. The input meshes for the solvers of interest are defined in a pre-processing stage and embedded in this control volume. The displacements of the control points are propagated to the embedded geometry as if it was immersed in a “flexible, transparent jelly” [43]. From a mathematical perspective, the point interpolation is obtained with a Non-Uniform Rational B-Splines (NURBS) scheme. This approach is advantageous as it is baseline-configuration-agnostic and facilitates the implementation of adjoint-based derivatives.

B. Mesh Deformation - IDwarp

The process of regenerating CFD or FEM mesh at every geometry update is costly and poses a higher risk of mesh failures for complex geometries when using an automated process. To avoid this, a dedicated module called IDwarp § ensures the correct propagation of the surface nodes displacements from the updated geometry to the volume mesh using an inexact explicit interpolation algorithm based on inverse distance weighting method [45]. This mesh update comes with a negligible impact on the overall computational cost [46].

†https://github.com/mdolab/MACH-Aero
‡https://github.com/mdolab/pygeo
§https://github.com/mdolab/idwarp
C. Aerodynamic Solver - ADflow

ADflow\(^{1}\) is a finite-volume, second-order CFD solver developed at the MDO Lab [47]. This solver includes an efficient formulation to calculate flow derivatives via the adjoint method [48], which makes it ideal for gradient-based optimization. Although originally designed for the transonic flow regime, the implementation of a low-speed preconditioner and an approximate Newton–Krylov method [49] enables the analysis of incompressible flow regimes [11, 50]. Although ADflow has time-accurate-[51] and time-spectral-[52] capabilities, for this work we will focus on steady-state, fully-turbulent inflow conditions. The Spalart–Allmaras [53, 54] turbulence model is selected for our studies.

D. Structural Solver - TACS

The structural solver used in this work is the Toolkit for the Analysis of Composite Structures (TACS) [55]. TACS can handle both linear and nonlinear geometric structural problems. In this work, we focus on linear problems. We will work towards nonlinear cases in the future. To solve the linear elastic equation, we can use both the Krylov subspace method and the direct method. The direct method is composed of three steps. The first step is to construct a local Schur complement matrix, where the internal degree-of-freedoms (DOF)s are factored out while the external DOFs are kept. Then, the Schur complement matrices from each processor are assembled into a global matrix. Finally, an LU decomposition is conducted over the global Schur matrix. In the last step, the global Schur matrix is stored in a cyclic pattern. TACS is also able to compute the derivative using Jacobi–Davidson method and Lanczos method [56, 57]. Recently, the solvers have been used to solve flutter problems [58, 59]. TACS enables several constraints for structural safety considerations. In this work, we consider a yield constraint to avoid material failure and a flapwise bending displacement constraint to maintain a safe distance between blades and the tower. For the yield constraint, we consider von Mises constraint for alloy and a maximum-strain constraint for composite models [60]. For the displacement constraint, we consider the maximum tip flapwise displacement.

Since there is a large number of yield and displacement constraints to be enforced, we apply the Kreisselmeier—Steinhauser (KS) aggregation method to obtain a smooth approximation of the maximum value of constraints [61, 62].

E. Aerostructural Solver - pyAeroStructure

The aerostructural problem can be solved using either nonlinear block Gauss–Seidel (NLBGS) or a combination of NLBGS and coupled Newton–Krylov (CNK) method. For the CNK method, a block Jacobi preconditioner is applied, where the aerodynamic and structural preconditioners are used. The derivative is computed using either linear block Gauss–Seidel (LBGS) or coupled Krylov (CK) subspace method. We use the NLBGS algorithm in this paper as the model does not show convergence issues for either the primal or the adjoint solve. More details on the algorithms can be found in the previous paper by Kenway et al. [10]. This framework has recently been extended to solve the aeroelastic limit cycle oscillation problem [63–65].

F. Optimization Wrapper - pyOptSparse

The optimization problem definition and the data flow between the solvers and the optimizer is handled by pyOptSparse\(^{†}\) [66], a python toolkit that includes wrappers for several open-source and commercial optimization algorithms, including both gradient-based and gradient-free options. The preferred optimizer for our aerostructural studies is SNOPT [67]. One of the ad-hoc solutions for the gradient-based high-fidelity optimization problem implemented in pyOptSparse is the capability to handle the constraint Jacobian in a sparse format, exploiting the computational speed-up offered by SNOPT.

IV. Baseline Turbine Rotor Configuration

In this study, we use the DTU 10 MW rotor configuration as the baseline design for our optimizations, building on the work by Madsen et al. [11]. It is a three-blade rotor with a diameter of 178.3 m and a tailored chord, airfoil, and twist distribution. The outer mold line and structural layout are defined by Bak et al. [68]. To limit the pre-processing effort and prevent major convergence challenges for ADflow [42], the geometry we are using consists of the three

\(^{1}\)https://github.com/mdolab/adflow
\(^{†}\)https://github.com/mdolab/pyoptsparse
blades “blended” together at the root, neglecting the effects of the hub on the aerodynamic performance. Although the aerodynamic blade-nacelle interactions are a relevant design factor, they have limited impact on the extracted torque for large turbines and do not influence the structural sizing of the blades. Tower-blade interactions are also neglected. Our simulations use the same aerodynamic meshes as employed in [11]. A family of four meshes was defined, starting from the most refined L0 (14 155 776 cells), up to L3 in increasing coarsening levels. Between L0 and L1 meshes, we remove every other node in the three dimensions, effectively reducing the number of cells by a factor 8. This is repeated for L2 and L3 grids as well. As noted in [11], this mesh family is particularly sensitive to grid resolution when used by ADflow at an incompressible flow regime. In this paper, we use the two coarsest meshes L2 and L3 to contain the computational cost, leaving more accurate and expensive simulations for future work. The L2 mesh has 221 184 volume nodes and converges in approximately 4.6 CPU hours, while the L3 mesh can be run on a local desktop in the order of a few minutes.

A. Structural Model

As for the structural mesh, we generate an ad-hoc structural finite-element mesh that follows the contour of the outer mold line and includes an internal main shear web and a reinforcement spar in the trailing edge area as described by Bak et al. [68]. Thin CQUAD hexahedral shell elements are used for the whole set of structural components. Three identical blades are fixed at the root, located at approximately 3 m from the rotation axis.

Fig. 2 Results of an analysis on the current FEM model using TACS, highlighting structural deflections and normalized stress constraint based on von Mises criterion.

The reference mesh is the same for every study presented in Sec. VI, but we developed three different structural models that differ for design variables definition and material properties. Two of these models use isotropic shell elements with aluminum density and stiffness properties. They differ in the way the design variables are defined, with one model having independent design variables for upper and lower skins, while the second has a different spanwise variables distribution and mirrored thicknesses between suction side and pressure side during optimization (more details on design variables are presented in Sec. V). The third model is a preliminary composite structure made of balsa core and fiberglass plies based on Bak et al. [68] with simplifications. This composite model uses the same “mirrored” variables distribution as the second isotropic structural model. These three different models are optimized and compared in Sec. VI.B, but only the first is used for the coupled optimization studies presented in the following sections. In later developments, we aim at performing coupled optimization studies with a full-composite model and additional design
variables, including panel thickness, fiber angle, and ply fractional layup.

A snapshot of our preliminary structural model, with simplified geometry and isotropic shell elements, is shown in Fig. 2. Given aerodynamic and gravity loads as inputs, TACS is faster than the CFD solver by more than two orders of magnitude compared to the cheapest simulations with L3 aerodynamic mesh.

V. Problem Formulation

The multidisciplinary optimization problem we propose is aimed at improving the design of the turbine rotor. This design improvement takes into account both turbine rotor’s efficiency in extracting power from the wind and its mass, which are the factors that ultimately drive the minimization of the cost of energy. A set of geometrical and structural variables are used to tailor the design of the blade and its steady-state aeroelastic response, exploiting the trade-offs between aerodynamic performance and weight reduction while satisfying nonlinear structural and performance constraints.

The generalized constrained optimization problem formulation is defined as:

$$\min f(x)$$

w.r.t: $x_{\text{min}} \leq x \leq x_{\text{max}}$

s.t: $g(x) \leq 0$

with $f(x)$ a designer-defined objective function that quantifies the merit of the design, $x$ is the full set of design variables, and $g(x)$ are the nonlinear constraints. Note that in this formulation the upper and lower bounds of the design variables $x_{\text{max}}$ and $x_{\text{min}}$ are handled separately from other analysis-dependent constraints $g(x)$. We discuss the project metrics $f(x)$ described by Garcia-Sanz [9] in detail in Sec. V.D and focus on the description of the design variables $x$ and constraints $g(x)$ in the following paragraphs.

A. Design Variables:

Conventional design approaches are either limited in the number of high level parameters that can be directly used within an optimization, or require additional external iterations to update blade section polars or stiffness properties between optimization loops. One of the key advantages of the high-fidelity approach we are proposing is the possibility for the optimization algorithm (and the designer) to alter detailed features of the layout, such as airfoil shape or individual panel thicknesses, within a monolithic optimization loop. This both reduces human intervention in the loop, and avoids the discontinuities in the design space introduced by conventional multi-level strategies. In addition to the increased control on local variables for design and manufacturing considerations, the use of a representative 3D model enables a more accurate estimation of the mass of the system using an element-by-element calculation.

The realistic layout of the aerodynamic and structural meshes, coupled with FFD approach, enables a flexible and effective parametrization of geometry components that would otherwise be overlooked, approximated, or kept constant through the optimization. A snapshot of the aerodynamic model embedded in the FFD control box is illustrated in Fig. 3. Once we pre-process the FFD grid, we group control points and define their allowed displacement in $\text{pyGeo}$. This way, we can model both planform design variables and local airfoil shape deformations using the same geometry object. Pitch and twist variables are defined as rotations of the control sections of the FFD grid around a user-defined axis, while chord, thickness, and span are obtained by scaling the section size and spanwise location. The FFD control sections can also be displaced off the rotation plane to define other potential design variables such as pre-cone and pre-bend. Finally, the optimizer can handle the displacement of single control points to deform local airfoils. While these parametric variables are already implemented and available for use, the optimization studies we present are limited to the sole twist design variables to reduce problem complexity as we develop and test our models and tools.

As for the structural design variables, we split the structural mesh into 9 spanwise sections, with upper and lower skins further split into 4 chordwise sections, and assign an independent design variable to each of these structural panels (or “patches”). The structural parametrization of our preliminary model is shown in Fig. 4. TACS enables the optimizer to vary both the thickness of the panels and, when composite structures are considered, the fiber orientations of the baseline layup. For the cases presented below, we do not include ply angles as design variable and keep the fiber aligned with the spanwise axis - but they will be included in the composite model formulation in future works.
Fig. 3  Twisted aerodynamic mesh superimposed to the baseline configurations. The FFD control box is also highlighted.

Fig. 4  Structural patches highlighted in randomized colors. Element thickness in each patch is defined by an independent design variable.
B. Constraints:

When only aerodynamic analysis tools are accessible during design, a typical way of introducing structural insights into aerodynamic optimizations is to enforce constraints on the thickness of the blade section or the bending moment to account for structural sizing considerations [11, 42]. The presence of a structural model makes it unnecessary to enforce these indirect constraints. TACS can be used to effectively size a feasible structure, taking into account local element-wise stresses. These element-wise constraints potentially challenge optimizations because a shell-by-shell approach dramatically increases the number of degrees of freedom of the problem. Moreover, the resulting function is expected to be non-smooth as critical elements can vary between successive optimization iterations, hindering optimization convergence. To implement these constraints efficiently and effectively in a gradient-based optimization context, we use a constraint aggregation technique described by Kennedy and Hicken [62]. These constraints are applied in order to group panels or blade assembly components, for example the upper and lower skins, and the spars. The same approach is used to aggregate the element displacement along the rotation axis and thus add a constraint on the maximum tip flapwise displacement, for sake of function smoothness. Under extreme load conditions, this displacement constraint accounts for the clearance between the deflected rotor and the tower. For the inflow condition that we are considering in this paper, the displacement constraint is used to define a reasonably-sized, pre-optimized initial configuration, and to maintain consistency in the subsequent optimizations. Finally, to ensure the optimizer does not allow abrupt thickness changes between adjacent panels, we enforce linear “adjacency” constraints in the structural model so that two structural patches next to each other have at most a 5 mm difference in thickness for the current problems.

C. Problem Summary

Tab. 1 lists the complete set of objective, variables, and constraints. The design metrics are discussed more in detail in Sec. V.D. From a numerical perspective, we normalize the torque and mass values with respect to the initial values. We observe how this normalization facilitates the convergence, while also enabling the combination of the two metrics in the same objective function. The displacement and torque constraints are also scaled by $10^{-3}$ and $10^{-2}$ respectively using a trial-and-error approach. We set the SNOPT convergence tolerances for both the feasibility and optimality conditions to $10^{-6}$, which generally correspond to a reduction of more than three orders of magnitude from the initial design point.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Qty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objectives</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Torque</td>
<td>$M_1$</td>
<td>1</td>
</tr>
<tr>
<td>Mass</td>
<td>$M_2$</td>
<td>1</td>
</tr>
<tr>
<td>Design Variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel thickness</td>
<td>$x_{st}$</td>
<td>117</td>
</tr>
<tr>
<td>Twist$^\ast$</td>
<td>$\theta$</td>
<td>7</td>
</tr>
<tr>
<td>Constraints</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Stress</td>
<td>$K_{\sigma_{max}} \leq 1$</td>
<td>3</td>
</tr>
<tr>
<td>Tip Displacement</td>
<td>$K_{\text{Disp}} \leq 1$</td>
<td>1</td>
</tr>
<tr>
<td>Torque$^\dagger$</td>
<td>$Q_x \geq Q_{\text{ref}}$</td>
<td>1</td>
</tr>
<tr>
<td>Adjacency constraints</td>
<td></td>
<td>318</td>
</tr>
</tbody>
</table>

Table 1 Optimization problem definition.

$^\ast$: Only used in Sec. V.D; $^\dagger$: Only used in Sec VI.C

As explained in Sec. V.E, we consider a single-design-point optimization formulation in this paper, but the tools and the formulation above can be extended to multipoint optimization studies as done by Madsen et al. [11]. For the uncoupled structural optimization problems used for preliminary sizing (Sec. VI.B), the aerodynamic loads are evaluated running an MDA (with updated structural layout) outside the optimization loop, so that the loads are actually frozen during the single-discipline structural optimization itself. As we move on to coupled-system structural sizing
(Sec. VI.C), we first use $M_2$ (mass) as objective, while the torque is used as a constraint rather than part of the merit function. Finally, as we include geometric design variables in the formulation, we explore a weighted combination of $M_1$ and $M_2$ as objective functions to exploit the capabilities of our optimization framework.

D. Performance Metrics and Optimization Objective

Concerning the overall design objectives, there is a general consensus in academia and industry about using cost metrics as drivers for wind turbines and farms, often defined starting from a system-engineering approach [69–72]. In practical design terms, the cost of energy is driven by the power extraction of the turbine and the sum of investment and operating costs. Neglecting the market fluctuations and site-specific characteristics, the quality of a design is thus affected by both the pure aerodynamic efficiency under given conditions and the overall mass of the system. In this work, we use new metrics presented in [9] to measure the performance of our designs.

This new approach proposes to decouple the primary design drivers determining the levelized cost of energy (LCOE) from other environmental and economic factors. In its conventional definition, the LCOE is given by:

$$LCOE = \frac{FCR \times CapEx + OpEx}{AEP}$$

where $OpEx$ stands for operation costs, $AEP$ stands for the annual energy production, $FCR$ stands for fixed charge rate, and $CapEx$ stands for the capital expenditure. Assuming fixed $OpEx$, $AEP$ is influenced by site-specific factors such as the wind probabilistic distribution, while $CapEx$ is strongly dependent on the cost of steel, which in turn follows the market fluctuations.

The cost and performance components that determine the LCOE are split into two separate metrics in this work. Our focus is restricted to the technological primary design factors without considering these fluctuations. $M_1$ is introduced to assess the “air-to-electron” generation efficiency

$$M_1 = \frac{\sum_{k=1}^{N} P_e(k)}{\sum_{k=1}^{N} P_w(k)}$$

where the extracted electrical power, $P_e(k)$, and the total wind power, $P_w(k)$ are defined as

$$P_e(k) = \frac{1}{2} \rho A_r(k) C_{p_{\text{max}}}(k) \mu(k) V^3$$

$$P_w(k) = \frac{1}{2} \rho A_r(k) V^3$$

Here $k$ is the turbine index, $N$ is the total number of turbines under evaluation, $V$ is the inflow velocity, $A_r$ is the swept area, $C_{p_{\text{max}}}$ is the maximum turbine power coefficient, and $\mu$ is the electromechanical loss coefficient.

The generalized cost of the farm is defined as the ratio of its swept area over its equivalent mass of steel ($M_2$):

$$M_2 = \frac{\sum_{k=1}^{N} A_r(k)}{\sum_{k=1}^{N} M_{eq}(k)}$$

where the equivalent mass of steel $M_{eq}$, and the component mass $m_j$ are defined as:

$$M_{eq} = \sum_{j=1}^{Z} m_j$$

$$m_j = m_{eq} f_j$$

with $Z$ the total number of components, $f_j$ the aggregated material, manufacturing, and installation factors and $j$ the component index.
As we aim to analyze a single, isolated turbine rotor, these metrics are simplified to give:

\[ M_1 = C_{p_{\text{max}}} \]  
\[ M_2 = \frac{A_r}{M_{eq}} \]

where \( M_{eq} \) refers to the sole rotor mass for our optimization problem. The loss coefficient \( \mu \) is neglected as the design optimization does not affect the gearbox and the generator. The \( M_1 \) function is not as comprehensive as the AEP metric to assess the “lifetime” power generation of a turbine, which must also take the probabilistic distribution of the wind resource into account. However, it is representative of the power production in region II. As we are not considering the peak torque for every configuration, we ultimately use \( M_1 = C_P \times Q_\alpha \) evaluated at a chosen inflow velocity and TSR to compare the different designs in this paper.

Regardless of the number of inflow conditions considered, having two independent system metrics gives us the opportunity to compare different optimized designs with different weighted combinations of the metrics, for example:

\[ f(x) = aM_1 + bM_2 \]

with arbitrary non-negative parameters \( a \) and \( b \) where \( a + b = 1 \). Optimization study with this weighted objective is presented in Sec. VI.D.

E. Design Load Case

At the current development stage, we limit our optimization studies to a single design point to demonstrate the framework capabilities. For this reason, the “aerodynamic” objective for our optimizer is solely torque maximization at a prescribed inflow condition. We use the same reference below-rated-power design condition from the previous work on aerodynamic shape optimization [11] — namely a uniform inflow velocity \( V = 8 \) m/s and a tip speed ratio \( TSR = 7.8 \). The same approach can be extended to a multipoint strategy [73, 74], averaging the performance of the turbine over a few selected inflow cases while using fatigue and extreme load conditions to size the internal structure of the rotor. Such an extension is discussed in [12] to overcome the shortcomings of the high-fidelity approach by including low-fidelity-informed load distributions in the optimization loop.

VI. Results

The analysis and optimization results discussed below represent the capabilities of the framework and the turbine modeling details as of November 2021. The model we use will be updated in future works to use finer aerodynamic meshes for better load estimation, a more refined spanwise discretization of the structural design variables to reflect the parametrization in [68], and most importantly the use of the anisotropic composite model in the coupled system optimizations. However, we consider the cases presented here a good indication of the tool’s capability to complement the current state-of-the-art low-fidelity design approaches.

This section is organized as follows. In Sec. VI.A, we provide an example of the coupled aerostructural analysis and discuss the convergence properties and computational cost of our model. Structural optimization results are discussed in Sec. VI.B. The optimized structural layouts are used to define the baseline for the coupled-system optimization problems illustrated in Sec. VI.C, where we discuss the advantages of using the coupled aerostructural model over the single-discipline approach. In the last Sec. VI.D, we present a set of MDO studies using both twist and structural design variables, exploring the design space while optimizing for both torque maximization and mass reduction.

A. Multidisciplinary Analysis and Load-Displacement Transfer Verification

As the first high-fidelity aerostructural study of this paper, we briefly illustrate a multidisciplinary analysis (MDA) of the benchmark model. The analysis here uses the most refined aerodynamic mesh (L0) and the isotropic model used for coupled optimizations in Sec. VI.C - VI.D.

We use a Gauss–Seidel (GS) algorithm to converge the MDA, looping the loads and displacement between the aerodynamic and the structural modules respectively until the residuals in the two solvers are below a prescribed tolerance — \( 10^{-3} \) for the results presented here. Depending on the convergence tolerance and the loading condition, the
MDA converges between 6 and 25 iterations. Close to convergence, the cost of each iteration typically drops by one or two orders of magnitude. Overall, we typically observe an increase in the computational cost of approximately 80% compared to a stand-alone CFD solution. The efficient implementation of ADflow and TACS in MACH prevents a cost increase directly proportional to the number of GS iterations. Nevertheless, the increased analysis cost and the higher number of output functions with respect to the aerodynamic shape optimization studies in [11] makes these optimization studies numerically tractable only on High-Performance Computing clusters. The results reported in the following sections have been run on the Texas Advanced Computing Center’s Stampede2 cluster and University of Michigan’s Great Lakes cluster, using 1 (L3 mesh) or 2 (L2 mesh) Skylake nodes with 48 and 36 CPUs for each node on Stampede2 and Great Lakes respectively, with a wall time between 4 and 16 hours depending on the optimization cases.

For this analysis, we define an arbitrary input thickness distribution, which results in an oversized structure for the given inflow condition. Optimal structural sizing procedure and coupled system details are discussed from the next Sec. VI.B. The “stress con” variable shown in Fig. 5 is a material failure indicator, which is the local von Mises stress normalized by the yield strength. Without considering a safety factor, if this “stress con” value exceeds one, it indicates that material failure occurs. Because we consider a 1.5 safety factor for the failure indicator evaluation, the maximum allowable indicator is $\sigma_{\text{stress con}} = 1/1.5 = 0.667$. As shown in Fig. 5, the example MDA analysis results in a maximum value $\sigma_{\text{stress con}} \leq 0.38$. The measured tip displacement is 4.1 m and the loss of torque with respect to the rigid aerodynamic model of approximately 1.9%.

The load-displacement module used by MACH [10] is provably conservative and consistent. Nevertheless, we assess the numerical error affecting the turbine model used in this paper by comparing the work on the structural and aerodynamic models. The results of the dot product of the nodal displacement and force vectors as obtained by the two solvers on the final MDA iteration are reported in Fig. 5. We consider the relative error of 0.028% satisfying for the current set of models and optimization studies.

### B. Uncoupled Structural Optimization

After we present the coupled aerostructural analysis capabilities, we demonstrate the optimization capabilities with uncoupled structural optimizations in this section. These structural optimization cases are relevant to discuss for two main reasons. On the one hand, we use this uncoupled, single-discipline approach to provide a reasonable initial structural layout for the coupled optimization problems presented later in this section. To make a fair comparison and to accelerate the computationally expensive coupled optimization, we need to use an initial thickness distribution that makes the rotor structurally feasible and lightweight; numerical optimization avoids the time-consuming and error-prone...
task of manual tailoring. On the other hand, this approach highlights the benefits of including a full-blade FEM model within the preliminary design process even when the tightly-coupled model (and its derivatives) are not available. Although we discuss the benefits of the aerostructural coupling in the following sections, this loosely-coupled approach is still benefiting from the high-fidelity analysis coupled with a gradient-based optimizer. In addition to these points, we take the opportunity to compare the three different structural models (presented in Sec. V) and assess the impact of different design variables distribution and material properties on the final structural design.

For typical structural optimization studies, the structural layouts are optimized with the turbine rotor subject to a fixed aerodynamic load. This fixed aerodynamic load is computed by the CFD solver for a rigid blade before performing the optimization. However, performing a single optimization run with a fixed set of loads would largely miss the aeroelastic coupling between the structural and aerodynamic models, as a lighter and more flexible blade generally lead to a loss of steady-state aerodynamic performance, and a different load distribution more in general.

To ensure consistency between the optimized structure and the loads of the corresponding deflected rotor, we run a sequence of structural optimizations and aerostructural analyses instead. The initial aerodynamic load is obtained by running a full MDA on the arbitrarily-sized layout illustrated in Sec. VI.A. The optimizer minimizes the mass of the blades using this initial load while enforcing constraints on the aggregated stress and tip displacement. Once the structural optimization is completed, a new MDA is run using the intermediate optimized thickness distribution. The resulting loads from the new MDA are passed to the structural solver for new optimization. This loosely-coupled strategy converges in 4-6 MDA/optimization iterations, meaning that after that point any new optimization using an updated set of loads converges at the first (optimizer) iteration. The procedure is summarized in Algorithm 1 below.

**Algorithm 1** Loosely-coupled structural optimization

<table>
<thead>
<tr>
<th>Define initial layout</th>
</tr>
</thead>
<tbody>
<tr>
<td>for $i \leftarrow 0$ to $N$ do</td>
</tr>
<tr>
<td>1: Run MDA</td>
</tr>
<tr>
<td>2: Update aerodynamic input forces</td>
</tr>
<tr>
<td>3: Run structural optimization</td>
</tr>
<tr>
<td>4: Update structural layout</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>

Although this approach does not fully exploit the aeroelastic interactions of the coupled model, as discussed further in Sec. VI.C, it provides a valuable starting point for further optimizations while providing detailed insight on the “optimal” blade structural model.

<table>
<thead>
<tr>
<th>Model</th>
<th>$d_{up} = 2 m$</th>
<th>$d_{up} = 3 m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isotropic</td>
<td>157 013.2</td>
<td>97 879.1</td>
</tr>
<tr>
<td>Isotropic (mirrored DVs)</td>
<td>160 026.3</td>
<td>101 244.5</td>
</tr>
<tr>
<td>Composite</td>
<td>196 326.7</td>
<td>114 865.2</td>
</tr>
</tbody>
</table>

**Table 2** Mass of the optimized rotor models, as obtained via the loosely-coupled strategy in Algorithm 1.

Using the procedure illustrated above, we compare the optimized mass of our three structural models in Tab. 2. To quantify the impact of the arbitrarily-defined displacement constraints, we run two sets of optimization with $d_{up} = 2 m$ and $d_{up} = 3 m$ respectively. Given the selected inflow condition, these values represent rotor deflection limit at below-rated operating conditions and do not directly correspond to a rotor-tower clearance constraint, which needs to be evaluated under extreme load conditions. The impact of the stricter displacement constraint amounts to an average 63% increase in mass for the three models considered, with the composite model showing the highest sensitivity to the
displacement constraint with a 70% weight increase between the two optimized layouts. The composite model is also the heaviest of these optimal configurations in both cases. This is because it uses an overly conservative failure criterion, computed considering the weakest material at the outermost layer of the blade skins. Since balsa wood has a lower strength compared to fiberglass and aluminum, the optimized composite model is expected to be oversized with the current formulation. As a result, this does not necessarily imply that the composite design layout is the worse option, as broader manufacturing considerations are also included in LCOE and $M_2$ metrics for industrial applications. We also observe that enforcing the same thickness on upper and lower skins adds a weight penalty, which amounts to more than 3 tonnes when comparing the two “aluminum” configurations. Ultimately, it is worth noting how the inflow conditions we are optimizing the structure against are within ideal operating conditions. This approach leads to a lighter and more flexible blade than realistic industrial applications, where extreme loads are used for component sizing. Considering extreme and fatigue loads will drive up the thicknesses—at least for the aluminum structure.

In Fig. 6, we observe the impact of material properties, design variables, and constraints more closely. We report the thickness distribution for the three different models and $d_{tip} = 3\ m$ in Fig. 6(a). Because of the lower yield strength of the balsa core and the overly conservative failure criterion, the composite panel thicknesses are more than 3 mm higher over the entire blade with respect to the metallic isotropic configurations, requiring a different color map for clarity. All models present lower thickness close to the root, where the second moment of area of the blade sections with respect to edgewise bending is higher, increasing the local blade stiffness. Panel thickness is highest at mid span with the current parametrization. The optimizer reinforces the leading edge panels on the isotropic models, while focusing on the spar caps and a trailing edge section for the composite model. Again, the present structural sizing excludes any fatigue considerations, but the same methodology can be used with representative steady-state loads to include life-cycle considerations [12].

To isolate the effect of the tip displacement constraint, in Fig. 6(b) we show the optimization results for the same (isotropic) configuration with two different constraint values. The increase in thickness for the heavier, stiffer configuration (right) involves the entire blade, but it is more pronounced on the leading edge panels. The thickness of these elements increases by more than 7 mm while the root panels are on average 3 mm thicker. This reinforcement pattern is highlighted for tightly-coupled optimization studies in Sec. VI.C as well. Although this appears to apply to isotropic blades only, the results highlight a specific design pattern chosen by the optimizer to enforce user-defined design constraints. The same approach can be used on more detailed structural configurations to support design decisions while avoiding time-consuming manual iterations on the model: the optimization cases illustrated in this section converged in less than 2.6 CPU hours.

Presenting these results, the authors acknowledge that more design considerations have to be included in the model formulation of the composite model. In addition to the coarse spanwise discretization, the fiber angles of the layup are fixed to 0 degree with respect to the local spanwise axis. In future work, the optimizer will be given control of the ply fiber angles to leverage on the anisotropic properties of the fiberglass and balsa wood layup. For the optimizations in the following sections, we use the isotropic model without mirrored variables to give the optimizer a higher design freedom.

### C. Tightly-coupled Optimal Structural Sizing

After having completed the preliminary sizing with the loosely-coupled methodology discussed in Sec. VI.B, we switch to the tightly-coupled approach to enable the optimizer to take full advantage of the high-fidelity coupled-physics model. We refer to this set of problems in terms of tightly-coupled optimal structural sizing because, although aerostructural design optimization is performed, we are using the sole structural variables while keeping the outer mold line unchanged. This is to differentiate these cases from those discussed in Sec. VI.D.

Note that we start from a more extreme structural layout than that presented in Table 2—with a tip deflection of 5.64 m for the same inflow conditions. This makes the coupled optimization problem more challenging as the initial structure is closer to the prescribed stress limit, thus limiting further mass reduction. The use of the coupled model enables the inclusion of aerodynamic performance metrics in the optimization formulation. In the problems presented in this section, we enforce a torque constraint in addition to the stress and displacement constraints. More specifically, we enforce the torque output to remain the same as the baseline while allowing up to 5% tip displacement increase.

The initial and final layouts of the case we just presented are illustrated in Fig. 7. The optimizer rearranges the internal thickness distribution to reduce the total rotor mass by 9.1% compared to the uncoupled optimization result. The changes in panel thickness occur over the entire span of the blade. The optimized structure has a more homogeneous
Fig. 6 Thickness distribution for the composite and isotropic models, optimized using single-discipline optimization with updated aerodynamic loads.
thickness at the root section, with the leading and trailing edge panels being now within 1 mm from each other instead of the initial 4 mm difference. The optimizer in particular reduces the thickness on the front section and reinforces the trailing edge panels. These latter panels are increasing in thickness more gradually from root to tip on the optimized design, instead of the more abrupt thickness increase observed in the baseline layout. At both mid span and the tip of the blade, the leading edge panel is also reduced by 1.5 mm, including the reinforced leading edge section in the darker blue color in Fig. 7. These adjustments over the entire span lead to a reduction of the overall mass of the rotor by 4.5 tonnes.

The stress distribution over the blade is also altered in the final layout. The optimized layout presents higher stresses at the root when compared to the starting point, while the load concentrations around mid-span are reduced as the thickness difference between the leading edge panels and the spar cap is reduced. It is interesting to note from the trends in Fig. 8 how for this set of constraints, the lower skin is the critically stressed section, while the spars and the upper skin end up having a lower aggregated stress indicator value on the optimal design. Both the torque and displacement constraints are active at the optimum. The optimizer first reaches the maximum allowed displacement bound, and then rearranges the thickness distribution to match the minimum torque value.

Despite the updates of the aerodynamic load between structural optimizations described in Sec. VI.B, the initial evaluation using the coupled system has an aggregated stress approximately 5% lower than the prescribed value. The optimizer is thus able to reduce the total mass by taking advantage of this margin. This is partially explained by the use of a coarsened structural mesh (for cost and optimization robustness reasons) for the coupled optimization runs instead of the finer one used for preliminary structural sizing, which might reduce stress concentrations on critical elements of the blade. However, we observed how regardless of the specific cases presented in this section, the coupled optimization consistently improves the layout obtained via uncoupled optimization. Future works will investigate this optimization behavior more in detail.

The mass reduction discussed in the case above is also partially justified by the 5% increase in tip displacement. This increase is less than 30 cm. However, the total mass reduction is not fully attributed to this relaxed constraint as well: the coupled approach itself brings quantifiable sizing benefits with respect to the single-discipline preliminary sizing. We will discuss the intrinsic sizing benefits in the following paragraph. Even after considering the points above, this example illustrates how the optimizer is able to exploit the coupled effects affecting the steady aeroelastic response of the
blade, converging to a different and lighter configuration than the design obtained using the loosely-coupled approach.

![fig:8](image)

**Fig. 8** Optimization convergence trends for the optimization shown in Fig. 7

As shown by Fig. 8, the optimizer converges below the $10^{-6}$ tolerance in 27 major iterations, corresponding to 120.5 CPU hours. However, the computational cost is problem-dependent, with some of the cases presented requiring more than 100 iterations and 500 CPU hours. In some instances, the optimizer was not able to fully converge to the prescribed tolerance for the optimality condition, potentially falling short of further mass reduction. Nevertheless, the feasibility condition is obtained for all the cases discussed, ensuring that the nonlinear constraints are not violated, and the final design is within the prescribed stress, displacement, and torque values.

The advantage of the coupled-system optimization approach and its sensitivity to nonlinear torque and displacement constraints is outlined in Fig. 9 over a broader set of optimization problems. $\Delta d_{\text{tip}}$ is defined as the increase (in percentage) of the tip displacement with respect to the baseline value of 5.46 m. We use the same problem formulation discussed above and explore this design space by varying the prescribed constraint value, ranging from 100% to 85% of initial torque values, and from 0% to 15% of tip displacement increase with respect to the initial layout. The optimization results shown in Fig. 7-8 correspond to the rightmost point in the orange line in Fig. 9.

There are a few key insights to unpack in this figure. In the first place, the results marked as $\Delta d_{\text{tip}} = 0\%$ highlight the advantage of using the coupled model rather than just the single-discipline approach used in Sec. VI.B. The rightmost point of this set refers to an optimization where we maintain the same displacement and torque as the initial configuration, and are nevertheless able to reduce the total mass (expressed by the normalized $M_2$ metric) by 4.1%. As hinted earlier in this section, when the coupled model is used the optimizer can take full advantage of the reciprocal effects of the aerodynamic loads on the stress distribution and, vice versa, of the structural displacements on the aerodynamic loads.

Secondly, the availability of the torque constraint allows us to perform structural sizing while practically enforcing a prescribed torque value (normalized $M_1$ metric) and obtain the lightest blade possible with the given parametrization. In the range we are investigating, we observe a linear relationship between the rotor torque and the available mass decrease. The mass decreases amounts up to 7.8% for a 15% reduction of the initial torque. This trend appears to be loosely related to the prescribed displacement constraint. The final mass difference between the 100% and the 85% torque cases amounts to 3.7% for $\Delta d_{\text{tip}} = 0\%$ and 5.3% for $\Delta d_{\text{tip}} = 15\%$, showing that the optimizer can also take advantage of the coupled effects of simultaneously relaxing the two constraints.

Looking at the general trends, the optimal designs obtained with this formulation are more sensitive to the
displacement constraint than to the overall torque. This can be explained with the same considerations reported in Sec. VI.B. For the prescribed flapwise tip displacement, the optimizer tends to reinforce the outer section of the blades by thickening the panels by up to 14 mm.

Fig. 9 Design space exploration for optimally-sized rotors using $M_1$ (torque) and $M_2$ (inverse of the mass) metrics. Different Pareto fronts refer to different optimization sets with different maximum tip displacement constraint.

D. MDO with Structural and Geometric Variables

As a final study, we perform a multidisciplinary design optimization of the reference turbine using both structural and geometrical design variables, namely allowing the optimizer to change the twist distribution. Considering this additional set of design variables, we include the rotor torque in the objective and explore the design trade-offs when mass and torque are given different weight within the objective—as described in Sec. V. For this set of problems, we switch to the more expensive but more accurate L2 mesh to better capture the effects of twist variation on the aerodynamic load. We use a less strict displacement constraint than the case in Sec. VI.C, allowing a maximum tip displacement of 10% of the baseline reference value.

A set of optimizations with varying objective function is presented in Fig. 10, using again $M_1$ and $M_2$ metrics normalized with respect to the baseline MDA. We include two cases that use a subset of design variables. The point labeled “Mass min (struct only)” refers to an optimization with the same formulation as those presented in Sec. VI.C using L3 meshes: it is a torque-constrained mass minimization problem using the sole structural variables. With this aerodynamic mesh and set of constraints, the optimizer reduces the mass by 11.9% ($M_2=+13.6\%$). On the other hand, the “Torque max (twist only)” point refers to a torque maximization problem that retains the initial thickness distribution of the baseline, loosely-coupled optimum and only uses twist as design variables. The formulation is identical to what was used for aerodynamic shape optimization problems in [11], this time applied to the coupled aerostructural model with the addition of stress constraints. These constraints are added to ensure that the optimized layout is still structurally feasible without changes in the thickness distribution. The optimizer increases the torque output by 6.8% as the stress on the lower skin approaches the maximum allowable value.
Multidisciplinary design optimizations using a weighted sum of $M_1$ (Torque) and $M_2$ (inverse of the mass) metrics as objective. Results in orange use the full set of structural and twist design variables.

At the bottom right of the plot, the “Torque max” refers to optimization with the same formulation of the latter, this time including both twist and structural design variables. The possibility to modify the internal layout leads to a torque increase of 34.3% at this inflow condition. The higher panel thickness has two main effects on the design. On the one hand, the optimizer can reinforce the stress-critical panels, thus enabling a more aggressive twist increase over the blade and higher loads without incurring structural failure. Secondly, the optimizer can reinforce the mid-span section to reduce the tip displacement and so minimize the torque loss due to the flexibility of the rotor. However, the resulting rotor mass is increased by 92% with respect to the baseline layout, suggesting that this design would be sub-optimal from an LCOE perspective. The sizing of the structure is ultimately driven by extreme loads that are not considered in this study, but this problem highlights how the selection of the objective function and design variables leads to different design outcomes.

Having investigated these corner cases, we run an optimization problem where the (normalized) torque and weight are equally weighted in the objective function - see “-Torque×0.5 + Mass×0.5” in Fig. 10. Despite this case not reaching full prescribed convergence, the optimized design has its $M_2$ 10.5% higher than the “Mass min” configuration and its $M_1$ 3.1% higher than the “Torque max” configuration, meaning that the optimizer is simultaneously improving both metrics and taking advantage of the coupled effects of thickness and twist distribution. This demonstrates how the high-fidelity optimization approach we propose enables rotor design improvements considering the aerodynamic efficiency and the mass simultaneously while taking into account the steady aeroelastic response of the blade and its structural feasibility. We discuss this optimized design in more detail later in this section.

The selection of the objective weights is not trivial. Although the designer has a high-level intuition on which metric to privilege in the optimization, large differences in these coefficients can lead to a net objective improvement even if the efficiency decreases or, conversely, the total mass increases. The “-Torque×0.8 + Mass×0.2” case refers to a problem where the torque is given four times more relevance than the mass in the objective. Despite the mass minimization still being part of the optimization goal, the increase in torque overcomes the mass addition, leading to a final rotor design that has 22.8% higher torque but also weights 27.6% more than the baseline configuration. These non-linearities between the objective weights and the final metrics are indeed hard to predict. Considerations on the
LCOE and manufacturer-dependent cost models could drive the selection of these weights in industrial applications. The exploration of the Pareto front provides the engineers with useful insight on the sensitivity of the optimized layouts to such cost and optimization objective considerations. The results in this section ultimately show how higher design freedom enables the optimizer to generate more extreme layouts, lighter and more efficient at the same time. Additional investigations will be necessary to analyze the design space more in detail and complete the outline of the Pareto front. In future developments, we aim at performing such detailed analysis while also including additional geometric design variables.

In conclusion, in Fig. 11 we take a deeper look at the “dominant” optimum “-Torque×0.5 + Mass×0.5” compared to the other weighted-objective “-Torque×0.8 + Mass×0.2” optimization from Fig. 10. The latter case, on the left side of the figure, has lower tip deflection (6.7 m versus 8.1 m) and higher thickness over the entire blade, in particular on the leading edge panels discussed in Sec. VI.B. For the “-Torque×0.8 + Mass×0.2” optimum the thicker leading edge panel is almost double than its counterpart on the other case (15.3 mm vs 8.4 mm). The final design for this case has a higher torque increase with respect to the baseline case, but outweighs the other optimal layout by 24.7 tonnes. Using an objective that equally weighs the mass and torque in the objective leads to a less efficient (with respect to the “-Torque×0.8 + Mass×0.2” case) but lighter design. For this reason, the stress concentrations are higher on this configuration, and both the stress and displacement constraints are active at the optimum.

Identifying the best design among these two is a design decision that involves broader manufacturing, sizing, and site-specific considerations. Nevertheless, we demonstrate how our tool can be used to explore this complex and high-degree-of-freedom design space and identify design trends while taking into account coupled aeroelastic effects.

VII. Conclusions

In this work, we apply our high-fidelity aerostructural optimization framework, MACH, to improve the performance of the rotor of the DTU 10MW benchmark wind turbine model. We first introduce the research problem and discuss
how our work complements more conventional design approaches. The increase in computational cost due to the CFD and FEM tools is justified by a higher model and physics resolution. Moreover, the use of 3D models extend the design freedom within the optimization context, as the optimizer can simultaneously modify the internal structural layout and the outer mold line of the rotor while exploiting steady-state aeroelastic coupling.

The efficient implementation of MACH enables us to perform gradient-based optimization with more than 100 design variables while including a set of structural and aerodynamic performance constraints. The optimization cases we present focus on both mass minimization, torque maximization, and a combination of these two objectives. We limit our investigations to a single steady-state inflow case, with the sole panel thicknesses and spanwise twist distribution as design variables. A broader set of design variables will be included in future works. Moreover, the approach hereby presented can be extended to include multiple inflow conditions and, as done in another work presented at SciTech 2022, can include extreme and fatigue load cases as extracted via conventional design tools.

In the result section, we first illustrate our preliminary sizing strategy using a loosely-coupled structural optimization approach. We compare the final rotor weight of three structural models and assess the impact of the displacement constraint on the internal thickness distribution and the overall mass. This optimization approach is faster and less implementation-heavy than using a fully-coupled approach, while providing detailed insight on internal structure design trends. However, when we use the layouts obtained with this approach as the starting point for mass minimization problems using the tightly-coupled aerostructural model, we show how the latter strategy can leverage the aeroelastic interactions on the blade to further reduce the total weight of the rotor. For these problems, we use the sole structural variables and enforce stress, displacement, and torque constraints. Finally, we include twist variables in the optimization and compare the results of different optimizations with different objective functions. We show how the optimizer can simultaneously reduce the mass and increase the torque of the baseline configuration when both metrics are equally weighted in the objective function. Moreover, we partially explore the design space, showing how this problem formulation can be used by designers to assess the implications of different cost-of-energy model assumptions on the final layout.

The results in this paper highlight how high-fidelity aerostructural optimization can be leveraged to identify design patterns and detailed trends to complement conventional analysis tools for large wind turbines. The authors are working to improve the reference model and formulate more complex and realistic optimization problems to fully demonstrate the feasibility and effectiveness of this approach. The application of tools as MACH early in the design process could lead to more efficient and lighter rotors while reducing design costs, reducing the number of manual design iterations at a preliminary and detailed design level.
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