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Abstract

Machine learning (ML) has been increasingly used to aid aerodynamic shape optimization (ASO), thanks to the availability of aerodynamic data and continued developments in deep learning. We review the applications of ML in ASO to date and provide a perspective on the state-of-the-art and future directions. We first introduce conventional ASO and current challenges. Next, we introduce ML fundamentals and detail ML algorithms that have been successful in ASO. Then, we review ML applications to ASO addressing three aspects: compact geometric design space, fast aerodynamic analysis, and efficient optimization architecture. In addition to providing a comprehensive summary of the research, we comment on the practicality and effectiveness of the developed methods. We show how cutting-edge ML approaches can benefit ASO and address challenging demands, such as interactive design optimization. Practical large-scale design optimizations remain a challenge because of the high cost of ML training. Further research on coupling ML model construction with prior experience and knowledge, such as physics-informed ML, is recommended to solve large-scale ASO problems.
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Nomenclature

Acronyms

AD = Algorithmic differentiation
ANN = Artificial neural network
ASM = Active subspace method
ASO = Aerodynamic shape optimization
BGD = Batch gradient descent
CFD = Computational fluid dynamics
CNN = Convolutional neural networks
CRM = Common Research Model, an aircraft model developed by NASA
DBN = Deep belief networks
DMD = Dynamic mode decomposition
DNN = Deep neural networks
DRL = Deep reinforcement learning
EGO = Efficient global optimization
FFD = Free-form deformation
GAN = Generative adversarial networks
GEK = Gradient-enhanced kriging
GMM = Gaussian mixture model
GTM = Generative topographic mapping
Isomap = Isometric (feature) mapping
1. Introduction

Aerodynamic shape optimization (ASO) is an approach that is now available for aerodynamic designers to explore the design of lifting surfaces and other devices where lift and drag are important. Especially when coupled with computational fluid dynamics (CFD), ASO is positioned to be an essential procedure in modern aircraft design and other design applications of CFD. Aided by powerful high-performance computing (HPC) resources, CFD-based ASO advances design of wings [1–4], tails [5–9], engine nacelles [10–14], and other components [15–20]. In particular, ASO considerably reduces the aircraft development’s cycle time and improves the design’s performance.

An important breakthrough in ASO is gradient-based design optimization with aerodynamic derivatives computed by the adjoint method [21, 22]. Gradient information enables efficient and effective searching within high-dimensional design space. As reported by Lyu et al. [23], gradient-free methods (such as the genetic algorithm [24] and particle swarm algorithm [25]) tend to have quadratic or even cubic growth of function evaluations with respect to the increase of design-variable dimensionality. In contrast, gradient-based methods tend to follow a more linear trend [26]. The adjoint method accurately computes aerodynamic derivatives at a cost independent of the number of design variables [22]. With such advances, gradient-based optimization has been prevailing in practical engineering applications [27]. Nevertheless, because of the iterative and costly simulation-based evaluations within optimization steps, ASO still cannot effectively satisfy some practical demands, such as fast interactive design optimization.

On the other hand, machine learning (ML) has emerged as a tool to solve physical problems by learning from data [28, 29]. Trained ML models are computationally efficient because they typically work without the need of solving physical governing equations. Provided with enough data, well-trained ML models could be accurate and general for predictions and descriptions of the underlying physics.
Traditional ML approaches (such as kriging [30–33]), have been successfully used in various engineering fields [34–37]. In the meantime, the development of deep learning [38–41] enables large-scale practical tasks in broad areas, such as computer vision [42–44], medical image analysis [45–49], computational mechanics [50–53], and aerospace engineering [54–58].

The key to utilizing ML is data. Fortunately, there are some aerodynamic data available to train ML. Despite a limited amount, historical and current designs that have proved to perform well in practical applications contain valuable knowledge for ML to learn from. Furthermore, new data can be generated as needed through CFD simulations. ML has the potential to speed up ASO by leveraging these aerodynamic data. A popular approach is to construct data-driven surrogate models (also known as metamodels) to replace the costly simulations [34]. In contrast, another rising surrogate modeling branch is to train neural networks respecting given physical laws [59], which is known as physics-informed neural networks (PINNs) [60] (see review papers on PINNs [61–63]).

Nevertheless, for design purposes, the training data must include samples that adequately represent the design space. More specifically, it is preferable to have enough samples that are well distributed in all dimensions (design variables) to fill the design space. This leads to high demand for training data and makes it intractable to apply ML to large-scale high-dimensional ASO problems. A successful application of ML in practical ASO problems is usually based on an in-depth analysis of the specific difficulty and a combination with conventional methods such as adjoint.

Recent developments in ML (especially in deep learning) have improved the scope and effectiveness of ASO. There is a need for a comprehensive review of these developments that makes connections between the various approaches and puts them into context. The present review addresses this need; we summarize the ML approaches and their applications to ASO, assess their effectiveness, and comment on the prospects. This review should stimulate further development in this field.

The remainder of this paper is organized as follows. First, we review the state-of-the-art ASO and the existing challenges in Sec. 2. Then, we introduce commonly-used ML techniques and algorithms that have been successfully introduced into ASO in Sec. 3. Readers who are already familiar with ML approaches can skip this section. In Sec. 4, we present a comprehensive review of the ML applications in ASO with an emphasis on the geometric design space, aerodynamic evaluation, and optimization architecture. Then we end this paper with conclusions and outlooks in Sec. 5.

2. Aerodynamic Shape Optimization

In this section, we present a general ASO process and discuss the existing challenges that lead to the need for ML approaches. Aerodynamic design problems with significant configuration changes [64], such as changing the wing span and sweep [65, 66], are multidisciplinary optimization problems that involve other disciplines, such as structural design and stability and control [27, 67]. In this review, we only address aerodynamic design for a fixed configuration, focusing on local sectional shape design.

2.1. General Process

Typical ASO problems have a well-defined objective function, constraints, and design variables. The objective function can be the aerodynamic performance to be minimized (such as the drag coefficient, $C_D$) or maximized (such as the lift-to-drag ratio) at one or multiple flight conditions (usually defined by the Mach number and Reynolds number). There are two main types of constraints in ASO: geometric constraints (such as thickness, area, and volume) and aerodynamic constraints (such as the lift coefficient, $C_L$, and the moment coefficient, $C_M$) at certain flight conditions. The design variables are mainly defined by a shape parameterization method and can also include the angle of attack at each flight condition to satisfy the lift constraint.

There are various approaches to parameterizing the aerodynamic shape. For airfoil parameterization, common methods include the NACA airfoil definition, PARSEC [68], Hicks–Henne bump functions [69], class shape transformation (CST) [70], free-form deformation (FFD) [71, 72], and Bézier curves. Many of these parametrizations have shown to be special cases of B-spline curves [73]. Using
the NACA airfoil definition and the PARSEC method consistently produces reasonable airfoil shapes, but these approaches do not have much geometric freedom because they involve a limited number of design variables. Parameterization methods such as CST and FFD can provide more geometric freedom by increasing the number of design variables. From the point of view of aviation airlines, obtaining the optimal aerodynamic performance is of high priority. Thus, a large number of design variables have been a necessity in ASO efforts. Researchers have found that tens of design variables are required for two-dimensional airfoils [74] and hundreds of shape design variables are required for three-dimensional wing problems [1].

The high computational cost of aerodynamic analysis and the high dimensionality of the geometric design space are two compounding challenges in ASO. Gradient-based optimization algorithms are the most suitable for addressing problems with these two characteristics because they are efficient in searching high-dimensional design spaces. The derivatives of the aerodynamic functions of interest with respect to all design variables are required when using gradient-based optimization. In the past decades, the ASO community focused on how to compute these derivatives efficiently and accurately [21, 22, 75–77]. With the development of the adjoint method, especially the Jacobian-free implementation using source code transformation algorithmic differentiation [22], CFD-based ASO via an adjoint-enabled gradient-based optimization algorithm has become a popular choice in aircraft design [1, 3, 11, 78, 79]. We explain the general process of this method using the open-source MACH-Aero framework [77] as an example, but the overall process and steps are similar in other CFD-based ASO frameworks.

Figure 1: The workflow for the MACH-Aero framework [77] is representative of the workflow of CFD-based ASO. The data dependencies and process are shown using XDSM [80]. The diagonal nodes are process components, and the off-diagonal nodes are the data transferred between components. The thick gray lines represent the data flow, while the black lines represent the process flow.

The ASO workflow of MACH-Aero is shown in Fig. 1 using an extended design structure matrix (XDSM) representation [80]. The diagonal components represent the main procedures in the CFD-based optimization. In the pre-processing procedure, the CFD mesh and the initial geometric parameterization (such as the FFD control box) of the baseline shape are established. Then, the objective function, constraints, and bounds of design variables are defined in the optimizer via a Python interface. The optimal aerodynamic shape is iteratively solved. In each iteration, the gradient-based optimizer determines how to update the design variables; based on the updated geometric design variables, the aerodynamic shape is deformed, and the geometric constraints and derivatives are evaluated.

1https://github.com/mdolab/MACH-Aero
the volume mesh is deformed to perform CFD analysis of the new aerodynamic shape, and the adjoint solver computes the aerodynamic derivatives; based on the objective and constraint function values and their derivatives, the optimizer determines the search direction and step length, which yields the design variables for the next iteration.

In MACH-Aero, all the components are wrapped using a Python interface for modularity and ease of use. The gradient-based optimizer (such as SLSQP [81] and SNOPT [82]) is provided through the pyOptSparse interface [83]. The geometric parametrization can use either FFD [84] or OpenVSP [85] implemented in pyGeo 2. The volume mesh deformation is based on the inverse distance method provided by IDWarp 3 [86]. ADflow 4 [87] and DAFOAM 5 [88] are available to perform aerodynamic evaluations, and both include an efficient adjoint solver [22, 89] to compute the aerodynamic derivatives.

There are other frameworks for CFD-based ASO, and they have a similar workflow. For example, in SU2 [78] 6, ASO follows a similar workflow, and different components are wrapped by a Python script. The SLSQP optimizer of the SciPy package is the default optimizer in SU2. SU2_GEO provides the FFD parameterization and evaluates geometric constraints (both values and derivatives). SU2_CFD performs both direct and adjoint computations, and the aerodynamic derivatives are further computed in SU2_DOT. SU2_DEF deforms the CFD mesh after the design variables are updated. Similar CFD-based optimization frameworks have been developed by other research groups, such as Müller [90–93], Nadarajah [94–98], and Zingg [99–103].

### 2.2. Existing Challenges

Enhanced by the efficient adjoint method, high-fidelity CFD-based ASO has been applied in a wide range of ASO problems, such as airfoil design [74, 99, 104], wing design [1, 93, 95, 105–107], and wing-body-tail configuration design [5, 108, 109]. Nevertheless, there are still some challenges calling for advanced solutions.

First, most aerodynamic shape parameterization methods are inefficient and lead to high-dimensional design space having many regions with abnormal shapes, which brings unnecessary difficulties to ASO. When using conventional parameterization methods, a large number of shape design variables are required to ensure convergence to the real optimal design. As the number of variables increases, the design space includes many abnormal shapes, such as wavy airfoil surfaces, which are usually evaluated in intermediate optimization steps. With such abnormal aerodynamic shapes, it is time-consuming or even impossible for CFD simulations to converge, potentially leading to optimization failure. Although efforts such as the approximate Newton–Krylov algorithm [110] have been made to improve convergence capability for a wide range of shapes, intermediate designs with abnormal aerodynamic shapes are still undesirable in ASO [74, 111]. An ideal solution is to develop a parameterization using fewer design variables that excludes abnormal shapes from the geometric design space.

Second, multiobjective CFD-based design optimization is typically too expensive. Multiobjective optimization is of great interest in aerodynamic design because there are usually multiple metrics of interest [104, 112]. However, there is no efficient optimization algorithm to solve high-dimensional multiobjective design problems. A commonly used approach in ASO is to convert the design problem into a series of single-objective optimization problems and solve them one by one, which is time-consuming [26, Ch. 9]. This approach typically finds only a few points in the Pareto frontier with no guarantee that they are uniformly distributed. Most multiobjective applications have only considered low-dimensional design problems, such as airfoil shape design [113] and wing platform design [114], with a few exceptions [115, 116].

Third, CFD-based optimization has mostly been deterministic, ignoring aleatory uncertainties in operating conditions or geometry changes due to wear and tear and manufacturing inaccuracies [117].

---

2https://github.com/mdolab/pygeo
3https://github.com/mdolab/idwarp
4https://github.com/mdolab/adflow
5https://github.com/mdolab/dafoam
6https://su2code.github.io/
Ignoring these uncertainties may in practice lead to unexpected performance loss. To improve the robustness of objective metrics and reliability on design constraints, ASO should be performed with reasonable consideration of the uncertainties. This can be done by increasing the number of design points [118, 119] or using stochastic metrics [120], both of which lead to a significant increase in the computational cost. Therefore, most studies in robust design [121] or reliability-based design [122] are merely on two-dimensional airfoil shape design [123, 124] or three-dimensional configuration design considering the uncertainty of several operating parameters such as the Mach number and lift coefficient [125–129], which is still far from satisfying the industrial demand.

Fourth, there is still a lack of techniques to utilize different aerodynamic data and models together effectively. There are already a series of typical CFD models of different fidelity existing for ASO by solving the Euler equations and Reynolds-averaged Navier–Stokes (RANS) equations. Lower-fidelity CFD models are also available through coarsening high-fidelity CFD meshes [130, 131]. Besides, with the advances in experimental aerodynamics equipment, an increasing amount of experimental data is available. Ideally, we would use experimental data complemented with multi-fidelity numerical simulations to guide design optimizations.

Fifth, there are discontinuous ASO problems that are difficult for the current gradient-based frameworks to handle. For example, laminar-turbulent transition dominates the aerodynamic performance in low-Reynolds-number aerodynamic shape optimization. To capture the flow transition, the simulation model includes functions that do not have continuous derivatives, which introduces difficulties to the adjoint implementation [132–134]. This issue in evaluating aerodynamic derivatives causes optimization difficulties. The high dimensionality of the design space further exacerbates this issue. Finally, discontinuous aerodynamic objective functions are unsuitable for gradient-based optimization.

Lastly, interactive design optimization where aerodynamic evaluations run near instantaneously is a desired capability that enables designers to rapidly evaluate the influence of different variables, constraints, and design requirements. However, the high computational cost of high-fidelity simulations makes the interaction cycle too slow for it to be considered interactive.

ML techniques are useful in addressing these demands or challenges, especially in developing more compact geometric parameterization, faster aerodynamic evaluations, and more efficient optimization architectures. These approaches and corresponding applications will be presented and reviewed in the remainder of this paper.

3. Machine Learning Methods

ML approaches enable computers to learn from data. Mitchell [135] defined ML as a computer program “learning from experience E with respect to some task T and some performance measure P, if its performance on T, as measured by P, improves with experience E.” ML has emerged as a cutting-edge tool in modern life due to the promising advantages over traditional programming techniques [136]. ML algorithms often simplify code and perform better on problems whose solutions require long lists of rules. In addition, ML can adapt to updated data sets after establishing detecting rules or policies. Moreover, ML can discover complex implicit data patterns of complex problems, which lead users to richer insights.

ML algorithms are classified into broad categories via the following metrics: algorithms simply comparing new data with training data or constructing a model of training data patterns to make predictions; algorithms with or without human supervision during model training; algorithms learning through batch training or incrementally on the fly. Most ML approaches use constructed models for predictions, while instance-based algorithms, such as $k$-nearest neighbors (KNN), are also popular. In this section, we will focus on ML approaches that have achieved success in ASO. Specifically, we will introduce the four major categories: supervised learning, unsupervised learning, semi-supervised learning, and reinforcement learning. We will detail neural network fundamentals in the remainder of this section and present a few recent artificial neural network (ANN) [137] architectures, which have advanced the state-of-the-art in various fields besides the aerospace industry. This section provides
a convenient self-contained summary of the ML approaches mentioned in Sec. 4. Readers who are already familiar with these approaches may skip this section.

3.1. Supervised Learning

Supervised learning models are trained by data sets containing inputs and the corresponding model observations (also called “labels” or “targets”) [138, 139]. Classification and regression are the most common supervised learning tasks. Classification refers to constructing models to separate the input data into discrete categories, such as face detection and handwriting recognition. In contrast, regression methods directly model the mapping relationship between inputs and continuous model observations. Regression fits a wide range of real-world problems, such as predicting stock price and aircraft performance. In this section, we focus on the supervised learning methods, which have been successfully introduced to ASO.

3.1.1. \(k\)-Nearest Neighbors

KNN [140, 141] classifies categories or predicts labels based on the distance between an untried sample point and its \(k\) nearest training data neighbors (Fig. 2). Distance calculation methods [142] include Euclidean, Manhattan, Minkowski, and Hamming algorithms. The most commonly used Euclidean calculation is

\[
\delta = \sqrt{\sum_{i=1}^{m} (x_{1,i} - x_{2,i})^2},
\]

where \(\delta\) is the distance, \(x_1\) and \(x_2\) are two arbitrary data neighbors, and \(m\) is the input dimension. Classification KNN analyzes the categories of the neighbors and assigns the category for the query data based on a majority vote, while regression KNN makes predictions based on the mean values of the neighbors (Fig. 3). Instead of assigning uniform weights, the prediction step can also use biased weights based on the distance such that the closer neighbors contribute more. Therefore, KNN is an instance-based ML model since we do not need to construct and train a model.

We summarize the advantages and disadvantages as follows. On the one hand, KNN is simple to implement, flexible to classification and regression problems, and does well with sufficient representative data. On the other hand, a significant challenge of KNN is how to determine the number of neighbors, \(k\). Smaller \(k\) values can be noisy and provide unstable decision boundaries, while larger values lead to smoother decision boundaries but may not represent the output space well. One simple suggested solution is to use \(k = \sqrt{n}\), where \(n\) is the number of training data points. However, the value is still not guaranteed to be optimal. The simplicity and overall good performance of KNN attract attention from the aerospace industry. For example, Wang et al. [143] collected sufficient flight data for rotary-wing
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Figure 3: KNN regression example using two closest nearest neighbors based on Euclidean distance: the predicted label equals to \((0.23 + 0.32)/2 = 0.275\).

drones and managed to realize wind speed estimation using KNN. They completed a parametric study for the optimal \(k\) value produced a 3.3\% average relative error compared with experimental results.

### 3.1.2. Support Vector Machines

Support vector machine (SVM) [144, 145] handles both classification and regression tasks by constructing hyperplanes in the model-response space. An optimal hyperplanes-based separation has the largest distance to the nearest training data points of any class because the larger the margin, the lower the generalization error of the classification (Fig. 4). The training data points that fall on the margin boundaries are called the support vectors (Fig. 5).

Figure 4: SVM first requires users to select a kernel function (\(\mathbf{K}\)) to transform training data set (\(\mathbf{x}_{\text{train}}, \mathbf{y}_{\text{train}}\)) for efficient computation in high-dimensional implicit feature space. Then users need to select regularization terms for the objective function (\(\mathbf{O}\)) to determine the penalty on misclassified samples. The training process aims at the SVM model (\(\mathbf{M}\)) with optimal hyperplanes, and then prediction tasks (\(\hat{\mathbf{y}}\)) on query samples (\(\mathbf{x}_{\text{query}}\)) can be performed.

SVM in classification problems is called a support vector classifier (SVC) [146, 147]. Given \(n\) training data \(\mathbf{X} \in \mathbb{R}^{n \times m}\) and corresponding two-class categories \(\mathbf{Y} \in [-1, 1]\), the goal is to determine the unknown parameters \(w \in \mathbb{R}^m\) and \(b \in \mathbb{R}\) and predict the correct sign of \(w^T \phi(x) + b\) for the most samples. Therefore, the SVC primal problem is:

\[
\min_{w, b, \zeta} \frac{1}{2} w^T w + C \sum_{i=1}^{n} \zeta_i,
\]

subject to

\[
y_i \cdot (w^T \phi(x_i) + b) \geq 1 - \zeta_i, \\
\zeta_i \geq 0, i = 1, \ldots, n.
\]
Figure 5: SVM classification example, where the optimal hyperplane (a line for two-class classification) has the largest margin. The data samples that fall on the margin boundaries are support vectors.

Under such formulation, the margin is maximized by minimizing \( w^T w \) and the penalty \( C \sum \zeta_i \). Specifically, the positive-value \( \zeta_i \) adds a penalty to the above objective function if the ith sample is within the hyperplane boundaries or misclassified, and the constant \( C \) controls the strength of the penalty.

Lagrangian duality principle [148, 149] simplifies the SVC primal problem as

\[
\min_{\alpha} \frac{1}{2} \alpha^T Q \alpha - e^T \alpha, \\
\text{subject to} \\
y^T \alpha = 0, \\
0 \leq \alpha_i \leq C, i = 1, \ldots, n,
\]

where \( e \) is the vector of all ones, \( Q \) is an \( n \) by \( n \) positive semi-definite matrix, \( Q_{i,j} = y_i y_j K(x_i, x_j) \), \( K(x_i, x_j) = \phi(x_i)^T \phi(x_j) \) is the kernel, and \( \alpha \) is a dual coefficient vector upper-bounded by \( C \). The dual problem is a quadratic function subject to linear constraints, which quadratic programming algorithms can solve efficiently. Once we construct the SVC by solving the above optimization problem, the predicted classification on a given sample \( x' \) becomes:

\[
y' = \sum_{i \in SV} y_i \alpha_i K(x_i, x') + b,
\]

where \( SV \) is the support vector set. We only need to sum over the support vectors because the dual coefficients \( \alpha \) are zeros for the other training data.

Similarly, SVM used for regression problems is referred to as support vector regression (SVR) [150, 151]. Given \( n \) training predictors \( x_i \in \mathbb{R}^m \) and corresponding continuous targets \( y_i \in \mathbb{R}^p \), the SVR primal optimization problem becomes:

\[
\min_{w, b, \zeta, \zeta^*} \frac{1}{2} w^T w + C \sum_{i=1}^n (\zeta_i + \zeta_i^*), \\
\text{subject to} \\
y_i - w^T \phi(x_i) - b \leq \epsilon + \zeta_i, \\
w^T \phi(x_i) + b \leq \epsilon + \zeta_i^*, \\
\zeta_i, \zeta_i^* \geq 0, i = 1, \ldots, n.
\]

The objective function is penalized when the predictions are at least \( \epsilon \) away from actual targets. The penalty is determined by \( \zeta_i \) or \( \zeta_i^* \) depending the predictions are above or below the \( \epsilon \) tube. A similar
Lagrangian duality simplification can be used to obtain the following dual optimization problem:

\[
\begin{align*}
\min_{\alpha, \alpha^*} & \frac{1}{2}(\alpha - \alpha^*)^TQ(\alpha - \alpha^*) + \epsilon e^T(\alpha + \alpha^*) - y^T(\alpha - \alpha^*), \\
\text{subject to} & \quad e^T(\alpha - \alpha^*) = 0, \\
& \quad 0 \leq \alpha_i, \alpha_i^* \leq C, i = 1, \ldots, n,
\end{align*}
\]

(6)

The SVR prediction at \(x'\) is

\[
y' = \sum_{i \in SV} (\alpha_i - \alpha_i^*)K(x_i, x') + b.
\]

(7)

As a commonly used ML approach, SVM mainly has the following advantages and disadvantages [152]. One of the most appealing aspects of SVM is its versatility, which fits SVM well into a wide range of real-world applications [153, 154]. SVM is robust and efficient to the observations that are far away from the hyperplane since SVM only considers support vectors (data samples that fall on hyperplane margin boundaries). SVM successfully completes classifications with many classes even with few training samples in the data set. SVM adapts to nonlinear decision/classification boundaries through various kernel functions and produces solutions even when the data are not linearly separable. SVM provides a unique solution instead of local minima found by ANN. SVM may have better classification performance for imbalanced data since they only rely on the support vectors [153]. On the other hand, SVM can be computationally intensive and costly in memory especially when the data set is large. The selection of an SVM kernel is tricky since a random choice may have negative effects on the performance [155].

We see a range of SVM applications in support of aerodynamic analysis and optimization. For example, Andrés-Pérez et al. [156] used SVM as a surrogate model to estimate objective function (lift-drag ratio), in combination with an evolutionary algorithm for ASO problems. SVM surrogate managed to address 14 input parameters for a two-dimensional case and 36 inputs for a three-dimensional case. These successes make SVM a competitive surrogate candidate for ASO applications.

3.1.3. Decision Tree and Random Forest

A decision tree [157, 158] is a supervised learning method that works for both classification and regression tasks (Fig. 6). A random forest [159, 160] assembles a series of decision trees that contribute to the classification/regression problems from broader aspects (Fig. 7). A decision tree follows the principle of partitioning data by iteratively asking questions. These questions are crucial for a decision tree because the more informative the questions, the better the model’s predictive performance. Gini impurity [161] and entropy [162] are two main ways to quantify a split question’s quality.

Gini impurity is a measurement of the likelihood that the model incorrectly labels a new sample if the label decision is randomly made according to the distribution of existing labels in the data set [163]. Following the definition, the Gini impurity is mathematically formulated as

\[
GI = \sum_{i=1}^{N_C} P(i)(1 - P(i)),
\]

(8)

where \(N_C\) is the total number of classes and \(P(i)\) is the probability of the \(i\)th class in the current data set. Thus, if there is only one class in the current data set, the Gini impurity is zero. In contrast, the more equally distributed categories the data set has, the higher the Gini impurity is. The split quality can be determined through weighting impurity of each branch by

\[
GI_{\text{split}} = \sum_{i=1}^{N_B} w_i GI_i,
\]

(9)
where $N_B$ is the number of branches after split, $GI_i$ is the Gini impurity in the $i$th branch, and $w_i$ equals the number of training data in $i$th branch divided by the total amount. Thus, the Gini gain is defined as $GI - GI_{split}$ and higher Gini gain represents better split.

Entropy is a measurement of randomness or impurity in a data set [163]. In general, the more randomness the data has, the higher the entropy is. The entropy is mathematically defined as

$$E(x) = -\sum_{k=1}^{N_F} \left( P(x = k) \log_2 (P(x = k)) \right),$$

(10)

where $N_F$ is the total number of features, $P$ is the probability of a target feature. Information gain is the metric based on entropy to quantify a split quality; it is the difference between the entropy before the split and the entropy weighted by the number of training data samples in each branch after the split.

Gini impurity favors larger partitions and is easy to implement, whereas entropy favors smaller partitions with distinct values. These two methods make decision trees powerful and easy to implement and are suitable for a mixture of data types (e.g., continuous, categorical).

One decision tree, however, is prone to overfitting especially when the tree is particularly deep, so we normally assemble multiple decision trees for better performance, which leads to random forests. A random forest combines a series of decision trees that work as parallel estimators. In classification problems, the random forest method makes the final prediction based on the majority vote of the results from each decision tree. In regression problems, the final prediction is the mean value of the results from each tree.
Random forests have better performance and lower overfitting risk than a single decision tree. The success of random forests mainly results from using uncorrelated decision trees by bootstrapping and feature randomness. Bootstrapping involves repeatedly drawing sample data with replacement from a data source to avoid overfitting and improve the model stability in the ML field. Feature randomness means randomly selecting features for each decision tree within a random forest. Random forests extend decision trees and show outstanding performance but do not scale well with large-scale input dimensions. Dasari et al. [164] constructed a random forest surrogate to support design space exploration and extracted design parameter importance for a better understanding of the design space. Dube and Hiravennavar [165] compared a range of ML approaches, including kriging, decision trees, linear regression, random forests, and ANN for automotive drag predictions and concluded that ANN gave the best performance.

3.1.4. Traditional Surrogate Models

Surrogate models, also known as metamodels, are a special type of supervised ML algorithms applied in engineering fields [130, 166, 167]. In this section, we refer to traditional surrogate models as the algorithms that have been introduced to ASO in early works before deep learning attracted more attention. In particular, surrogate models accurately approximate simulation-based model output with simple algebraic operations, such as polynomial expansions and correlation-based prediction. Trained surrogate models are used in lieu of computationally expensive simulation models when rapid reactions are required. We now introduce the basic theory of a commonly used surrogate modeling approach in ASO: kriging (also known as Gaussian process regression) [30, 168–171].

Kriging models any finite collection of model responses as a multivariate normal distribution [172, 173]. Thus, kriging treats model observations as points sampled from a Gaussian process (Fig. 8), which is a key assumption of kriging. Kriging model can be expressed as

$$Y^{KR}(x) = \beta f(x) + \sigma^2 Z,$$

where the first term $\beta f(x)$ is the trend function (mean of the Gaussian process), $f$ is a basis function vector, $\beta$ are the unknown coefficients to be determined, the $\sigma^2$ is the variance of the Gaussian process, and $Z$ is a zero mean, unit variance, stationary Gaussian process.

Figure 8: Kriging model requires users to select basis ($f$) and correlation functions ($R$) for the regression tasks. The most commonly used model training approach for kriging is the maximum likelihood estimation, which typically assumes Gaussian distributed residuals and selects the optimal hyper-parameters most consistent with the observed data.

Kriging makes predictions based on the Gaussian process assumption that the prediction and training model responses have a joint Gaussian distribution defined by:

$$\left\{ \hat{y}(x') \right\} \sim N_{N+1} \left( \begin{pmatrix} f^T(x) \beta \\ F \beta \end{pmatrix}, \sigma^2 \begin{pmatrix} 1 \\ r^T(x) R \end{pmatrix} \right),$$

where $x'$ is the point to be predicted on, $F$ is a matrix of basis functions, $F_{i,j} = f_j(x_i), i = 1, \ldots, N, j = 1, \ldots, P$, $r(x)$ is a correlation vector between the $x'$ and training data, $R$ is the correlation matrix of
training data with \( R_{ij} = R(x_i, x_j; \theta) \). Thus, the mean and variance of the prediction at \( x' \) are

\[
\mu(x') = f(x')^T \beta + r(x)^T R^{-1} (y - F \beta),
\]

\[
\sigma^2(x') = \sigma^2 (1 - r^T(x) R^{-1} r(x) + u^T(x) (F^T R^{-1} F)^{-1} u(x)),
\]

where

\[
\beta = (F^T R^{-1} F)^{-1} F^T R^{-1} y,
\]

\[
u(x) = F^T R^{-1} r(x) - f(x),
\]

and Gaussian correlation function is defined as

\[
R(x, x') = \exp \left( - \sum_{i=1}^{P} ((x_i - x_i')/\theta_i)^2 \right).
\]

Thus, the maximum likelihood estimation on \( \theta \) is solved by

\[
\hat{\theta} = \arg \min_{\theta} \left( \frac{1}{2} \log(\det(R)) + \frac{N}{2} \log(2\pi \sigma^2) + \frac{N}{2} \right).
\]

The standard deviation-based kriging predictive confidence interval (Fig. 9) is an important property that enables adaptive sampling strategies and efficient global optimization [174, 175].

![Figure 9: Regression example using a kriging surrogate model [176]. True function \( f(x) = x \sin(x) \), red dots are training samples and observations, blue curve is the mean predicted values along \( x \) axis while shaded region is 95% predictive confidence interval. The prediction at training observations has a tight confidence interval, while the unobserved locations have a larger interval.](image)

Gradient-enhanced kriging (GEK) surrogate improves the predictive performance of kriging by incorporating gradient information when available [177, 178]. There are two ways of constructing GEK models, indirect GEK (Fig. 10) and direct GEK (Fig. 11).

Indirect GEK generates new points around training data through the first-order Taylor approximation

\[
y(x_i + \Delta x_j e_j) = y(x_i) + \frac{\partial y(x_i)}{\partial x_j} \Delta x_j,
\]

where \( \delta x_j \) is the step added in the \( j \)th direction, and \( e_j \) is the \( j \)th row of a \( P \times P \) identity matrix. Indirect GEK does not require a modification of a kriging model. However, the size of the correlation
matrix increases rapidly from $N \times N$ to $(N + P) \times (N + P)$, which makes high-dimensional problems challenging for GEK models. In contrast, direct GEK incorporates derivatives into the model observations to formulate

$$
y = \begin{bmatrix}
y(x_1), \cdots, y(x_N), \frac{\partial y(x_1)}{\partial x_1}, & \cdots, & \frac{\partial y(x_1)}{\partial x_P}, & \cdots, & \frac{\partial y(x_N)}{\partial x_P}
\end{bmatrix}^T.
$$

Thus, the correlation matrix includes four main blocks, the correlation among the training data, the gradients, the gradients and training data, and between training data and gradients. The size of the correlation matrix increases quadratically from $N \times N$ to $(N + P) \times (N + P)$. Therefore, direct GEK has a similar issue as indirect GEK. Bouhlel and Martins [178] applied the partial-least squares method to drastically reduce the number of hyperparameters while maintaining high-level accuracy.

Another important branch of kriging is cokriging, which is a multivariate kriging and capable of fusing information from models of different accuracy fidelity levels [168]. A cokriging model consists of a low-fidelity (LF) model-based kriging surrogate multiplied by a scaling factor and another kriging surrogate modeling the difference between the high-fidelity (HF) and LF models as shown in Fig. 12, and can be written as

$$
Y^{CK}(x) = \rho Y^{KR}_{LF}(x) + Y^{KR}_{Diff}(x),
$$

where $\rho$ is the scaling factor to be determined via maximum likelihood optimization, $Y^{KR}_{LF}$ is the kriging surrogate of LF model, and $Y^{KR}_{Diff}$ is the kriging surrogate corresponding to the difference. The cokriging predictor has a generalized format of kriging by incorporating multi-fidelity information,

$$
\mu(x') = f^{CK}(x')^T \beta + r^{CK}(x)^T \mathbf{R}^{-1}_{CK}(y^{CK} - F^{CK} \beta^{CK}),
$$
where the trend function $f_{CK}^\top = [\rho f_{LF}^\top, f_{HF}^\top]$, and
\[ F_{CK} = \begin{bmatrix} f_{LF}(x_1)^\top & \cdots & f_{LF}(x_{N_{LF}})^\top & \rho f_{HF}(x_1)^\top & \cdots & \rho f_{HF}(x_{N_{HF}})^\top \end{bmatrix}^\top. \] (23)

The correlation between the untried sample point ($x'$) and training data is
\[ r^\top = \begin{bmatrix} \rho \sigma^2_{LF} R_{LF}(x', X_{LF}; \theta_{CK}) & \rho \sigma^2_{LF} R_{LF}(x', X_{HF}; \theta_{CK}) + \sigma^2_{HF} R_{HF}(x', X_{HF}; \theta_{CK}) \end{bmatrix}, \] (24)
and the covariance matrix among HF and LF training data is
\[ R_{CK} = \begin{bmatrix} \sigma^2_{LF} R_{LF}(X_{LF}, X_{LF}; \theta_{CK}) & \rho \sigma^2_{LF} R_{LF}(X_{LF}, X_{HF}; \theta_{CK}) \\
\rho \sigma^2_{LF} R_{LF}(X_{HF}, X_{HF}; \theta_{CK}) & \rho^2 \sigma^2_{LF} R_{LF}(X_{HF}, X_{HF}; \theta_{CK}) + \sigma^2_{HF} R_{HF}(X_{HF}, X_{HF}; \theta_{CK}) \end{bmatrix}, \] (25)
and $\theta$ is estimated via the maximum likelihood method (Eq. (18)).

There are other surrogate modeling methods that have been successfully introduced to engineering areas. For example, the orthogonal bases-based polynomial chaos expansion (PCE) [179, 180] provides analytical mean and standard deviation of model observations, as well as the Sobol’ indices for sensitivity analysis [181, 182]. The generalized PCE can be written as
\[ Y(x) = \sum_{i=1}^{\infty} \alpha_i \Phi_i(x), \] (26)
where $x \in \mathbb{R}^n$ is an $m$-dimensional random input vector, $Y(X)$ is a computational model of $X$, $i$ is the index of $i$th polynomial term, $\Phi_i$ is multivariate polynomial basis, and $\alpha_i$ is the corresponding basis function coefficient. In practice, the following truncated-form PCE is used:
\[ Y(x) \approx Y^{PC}(x) = \sum_{i=1}^{P} \alpha_i \Phi_i(x), \] (27)
where $Y^{PC}(x)$ is the approximate truncated PCE model, and the total reference number of required sample points follows the factorial formula of $(p + m)!/p!m!$, where $p$ is the required order of the PCE. Blatman [183] proposed to use the hyperbolic truncation technique to reduce the interaction terms.
following the sparsity-of-effect principle [184]. Thus, the summation of the truncated PCE predictions and associated residuals to match high-fidelity observations at training points \((X)\) is as follows:

\[
Y(X) \approx Y^{PC}(X) + \epsilon_{PC} = \alpha^\top \Phi(X) + \epsilon_{PC},
\]

where \(\epsilon_{PC}\) is the residual between \(Y(X)\) and \(Y^{PC}(X)\). This residual can be minimized using the least-squares method as

\[
\alpha = \arg \min_{\alpha} \mathbb{E}[\alpha^\top \Phi(X) - Y(X)].
\]

One common technique is to add an \(L_1\) regularization term to favor low-rank solutions as follows [185]:

\[
\alpha = \arg \min_{\alpha} \mathbb{E}[\alpha^\top \Phi(X) - Y(X)] + \lambda ||\alpha||_1,
\]

where \(\lambda\) is a penalty factor, and \(||\alpha||_1\) is the \(L_1\) norm of the coefficients of the PCE. Sudret [181] introduced least angle regression (LARS) to determine PCE coefficients and further reduce the basis terms via early stop.

PCE is a regression-based method, and the orthogonal bases are selected corresponding to the probability distribution of input parameters (Fig. 13) so that PCE fits well in analysis and design under uncertainty [186]. On the other hand, kriging models are interpolation-based surrogates that guarantee predictions to exactly match the observations at the training samples. Researchers developed the PCE-based kriging (PC-Kriging) [187] and PCE-based Cokriging (PC-Cokriging) [188] models to combine the regression-based PCE with the interpolation-based kriging and cokriging models, respectively. In particular, PC-Kriging uses PCE as a trend function to capture the general shape and kriging approximation to interpolate through training data (Fig. 14). Mathematically, PC-Kriging extends original kriging (Eq. (11)) as

\[
Y^{PCK}(X) = \alpha^\top \Phi(X) + \sigma^2 Z(X),
\]

where \(Y^{PCK}\) is the approximation using PC-Kriging. The first right-hand-side term is the truncated-form PCE, which is used as the trend function within the universal Kriging formula, and in the second term \(\sigma\) and \(Z(X)\) denote the constant standard deviation and the zero mean and unit variance stationary Gaussian process (Eq. (11)).

PC-Cokriging generalizes PC-Kriging to the multi-fidelity modeling architecture (Fig. 15) following the same principle as cokriging extending kriging (Eq. (21)). Mathematically, PC-Cokriging has the generalized formula

\[
Y^{PCCK}(X) = \rho Y^{PCK}_L(X) + Y^{PCK}_D(X),
\]

where \(Y^{PCK}_L\) is the PC-Kriging approximation of the low-fidelity model data, and \(Y^{PCK}_D\) is the PC-Kriging approximation of the difference of the output of the high- and low-fidelity model data. The \(Y^{PCK}_L\) and \(Y^{PCK}_D\) terms are constructed using the PC-Kriging method. Du and Leifsson [188] developed PC-Cokriging model and demonstrated the outstanding performance on a series of analytical examples (Fig. 16) and engineering cases. Moreover, other multi-fidelity surrogate methods [130, 189, 190], such as manifold mapping, managed to accurately predict scalar and vector quantities for multilevel aerodynamic design optimizations [191, 192].

3.2. Unsupervised Learning

In contrast to supervised learning, which reads labeled training data, unsupervised learning works with unlabeled training data. Unsupervised learning algorithms analyze the data pattern and automatically set up learning rules [195, 196]. Unsupervised learning has prevailed in various important problems, such as anomaly detection [197, 198] and novelty detection [199, 200], clustering [201, 202], and dimensionality reduction [203, 204]. We focus on clustering and dimensionality reduction in the rest of this section because they have more applications in ASO.

Clustering is the task of automatically separating unlabeled data into different groups. Data in each group share similar characteristics and has highly dissimilar characteristics compared with data
Figure 13: PCE requires the users to provide a pre-defined or assumed probabilistic distribution \((P_x)\) on the input parameters. PCE sets up orthogonal bases corresponding with the probabilistic distributions and sparsely selects lower-order bases \((\Phi)\) using hyperbolic basis truncation (also known as \(q\)-norm) [181]. Ordinary least squares (OLS) is the most commonly used training algorithm. LARS scheme leads to state-of-the-art PCE model training as introduced by Sudret [181] because LARS further reduces the basis terms via early stop. Eventually, we can use PCE model \((M)\) for prediction \((\hat{y})\) on query data \((x_{\text{query}})\).

Figure 14: PC-Kriging modeling combines the construction process of PCE and kriging. We first establish a PCE model as shown in Fig. 13. Then we only use the selected bases \((\Phi_{\text{PC-Kriging}})\) by hyperbolic truncation and LARS as the basis function of kriging. The rest follows the same process as training a kriging model (Fig. 8) by setting the correlation function \((R)\).

in different groups [201, 202]. An important real-world clustering application is fake news identification [205–207]. Clustering approaches have also achieved success to detect spam emails that annoy individual users and waste network bandwidth [208–210]. Other practical clustering applications include market and customer segmentation, which splits the target market into smaller categories and segments customers into groups of similar characteristics [211–213]. Clustering techniques can help divide the design space in ASO problems. Such design-space division enables the construction of separate supervised regression models, each of which handles a subgroup of similar-feature data. We will elaborate on the \(k\)-means method and Gaussian mixture model (GMM) in this section.

Dimensionality reduction refers to the technique of transforming high-dimensional data into low-dimensional representation while retaining the original data’s key properties [203]. For regression problems containing highly correlated high-dimensional inputs, dimensionality reduction can alleviate the “curse of dimensionality” issue by reducing the input dimension. Both linear reduction techniques and nonlinear reduction approaches are popular in ASO and we introduce both types in the rest of this section.

3.2.1. \(k\)-means

The \(k\)-means algorithm searches for a user-defined number of clusters within a multidimensional unlabeled data set [214, 215]. The clustering process follows two assumptions: the “cluster center” is the arithmetic mean of all the data within the cluster; each data sample is closer to its cluster center. The cluster centers greatly affect the clustering results, so they need to be well-placed. One way of
achieving “optimal” locations of cluster centers is through the expectation-maximization (EM) steps (Fig. 17). The E step is so named because this step involves calculating the expectation of which cluster each data point belongs to. The ith cluster, can be expressed as

\[ C_i = \{ x_q : \|x_q - c_i\|_2 \leq \|x_q - c_j\|_2 \ \forall j, 1 \leq j \leq k \}, \]

where \( x_q \) is the query data point, and \( c_i \) is the cluster center. The M step is associated with maximizing some fitness function that defines the cluster center locations. In the simplest case, maximizing the fitness function is accomplished by taking the mean of the data in each cluster. “Convergence” means there is no change in cluster centers.

k-means algorithm is fast, robust, and straightforward to understand. It works well if data samples are distinct and well-separated from each other (Fig. 18). However, the globally optimal results may not be achieved even using the EM approach. In addition, the cluster number needs to be selected beforehand, leading to a difficult decision [216]. Moreover, the k-means algorithm is limited to linear cluster boundaries, while most clustering problems have complex-geometry boundaries.

k-means algorithm is seldom used alone in aerodynamic applications. Instead, k-means method typically addresses clustering preprocessing to raise the performance of other supervised learning ap-
Figure 17: k-means starts with initial guess on cluster centers ($C_0$) then loops between $E$ and $M$ steps to keep assigning data, averaging data locations ($E$) and updating cluster centers ($C$) until there is no change on cluster centers.

Sanwale and Singh [217] completed aerodynamic parameter estimation involving surrogate modeling on aerodynamic force and moment coefficients. Specifically, they applied a radial basis function (RBF) neural network model using k-means clustering algorithm to find the centers of RBF, and achieved success on the real-time aircraft flight data of the Advanced Technologies Testing Aircraft System project.

Figure 18: An example of wholesale customers data set reveals that k-means method is robust even provided with initial centers that are close to each other: (a) random initial guess on cluster centers and data samples; (b) optimal cluster centers and clustered data. In the meantime, we can see k-means has linear cluster boundaries.

3.2.2. Gaussian Mixture Model

GMM assumes that a mixture of multiple Gaussian distributions with unknown parameters generates all the data points, where each Gaussian distribution is associated with one cluster [218, 219]. GMM generalizes k-means clustering by considering not only mean values but also the covariance structure of data features. Given a data set with $d$ features, GMM has $k$ multivariate Gaussian distributions where $k$ is the number of clusters and each distribution has a certain mean and covariance matrix:

$$f(x|\mu, \Sigma) = \frac{1}{\sqrt{2\pi|\Sigma|}} \exp \left[-\frac{1}{2}(x - \mu)^T\Sigma^{-1}(x - \mu)\right],$$

(34)

where $\mu$ is the mean vector of length $d$ and $\Sigma$ is a $d \times d$ covariance matrix. GMM also uses the EM algorithm [218, 220] to solve for $\mu$ and $\Sigma$ (Fig. 19):
1. Define $k$ centers, one for each cluster. The better choice is to place them far away from each other as much as possible.

2. EM iterations until convergence.
   
   (a) $E$ step: calculate the probability of $x_i$ belonging to the cluster $c_1, \ldots, c_k$ by:
   \[
   p_{i,c} = \frac{q_c N(x_i; \mu_c, \Sigma_c)}{\sum_{c' \in C} q_{c'} N(x_i; \mu_{c'}, \Sigma_{c'})},
   \]
   which is the probability of $x_i$ belonging to $c$ divided by the sum of probability $x_i$ belonging to $c_1, \ldots, c_k$. The probability is high if the point is assigned to the right cluster and low otherwise.

   (b) $M$ step: update the $q$, $\mu$ and $\Sigma$ in the following manner:
   \[
   q = \frac{N_c}{N},
   \]
   \[
   \mu_c = \frac{1}{N_c} \sum_{i=1}^{N} p_{i,c} x_i,
   \]
   \[
   \Sigma_c = \frac{1}{N_c} \sum_{i=1}^{N} p_{i,c} (x_i - \mu_c)(x_i - \mu_c)^T,
   \]
   where $N_c$ is the number of data samples assigned to the cluster, $N$ is the total number of data samples.

Figure 19: GMM starts with initial guess on cluster centers ($C_0$) then loops between $E$ and $M$ steps. Specifically, $E$ steps calculates the probabilities ($P$) of data samples belonging to each cluster while $M$ step updates the statistics (mean $\mu$ and covariance $\Sigma$) of each cluster.

Compared with the $k$-means algorithm, GMM maximizes only the likelihood, it will not bias the means towards zero, or bias the cluster sizes to have specific structures that might or might not apply [176] (Fig. 20). However, the structure becomes problematic when the data estimating the covariance is insufficient. In aerodynamic applications, GMM is also preferred over $k$-means method. Liem et al. [221] completed aerodynamic data clustering using GMM, then proposed a mixture of experts approach to combine GEK models based on the divide-and-conquer principle. The proposed approach was successfully demonstrated on conventional and unconventional aircraft configurations, where the surrogate model was used to represent the aircraft performance.

3.2.3. Principal Component Analysis

PCA is a mathematical algorithm that transforms high-dimensional data to low dimensions while maintaining the maximum variation in the data set [222, 223]. The dimensionality reduction by PCA transformation simplifies the data visualization and improves the predictive modeling process.
Figure 20: The k-means method clusters the data in a circular manner while GMM manages to capture the elliptical cluster shapes: (a) distance-based KM method formulates circular clusters; (b) distribution-based GMM captures the elliptical cluster shapes.

PCA accomplishes such transformation by identifying directions (i.e., principal components) along which the data variation is maximal to guarantee minimal information loss. Identifying principal components is reduced to a problem of finding singular values and singular vectors, which a singular value decomposition (SVD) algorithm can solve. SVD generalizes the eigendecomposition of a square normal matrix with an orthonormal eigenbasis to any matrix. In particular, SVD of any $m \times n$ matrix $M$ can be expressed as

$$M = U \Sigma V^\top,$$

where $U$ is an $m \times m$ unitary matrix, $\Sigma$ is an $m \times n$ rectangular diagonal matrix with non-negative real numbers in the diagonal, and $V$ is an $n \times n$ unitary matrix. The diagonal elements of $\Sigma$ are the singular values of $M$, the columns of $U$ are eigenvectors of $MM^\top$, and the rows of $V$ are eigenvectors of $M^\top M$. The singular values measure the variance retained by each principal component, while the eigenvectors with the highest singular values are the principal components. Figure 21 presents the key steps of a typical PCA algorithm.

![PCA algorithm diagram](image)

Figure 21: PCA construction requires normalizing original data ($x_{\text{train}}$) to the same order of magnitude ($x_{\text{norm}}$) whose covariance matrix ($\Sigma$) reveals the correlation among $x_{\text{norm}}$. SVD is a commonly used method to identify the eigenvectors and select the principal components ($S$) based on the amount of physics information to preserve. In the end, we can complete dimensionality reduction through matrix multiplication between $S$ and query data ($x_{\text{query}}$) and obtain reduced-dimension data ($x_{\text{reduc}}$).

In sum, PCA reduces dimensionality by finding a few orthogonal linear combinations of principal...
components. PCA can find hidden patterns in a data set by identifying the correlated variables and reducing dimensionality by removing noisy and redundant information.

![Diagram](image)

**Figure 22:** Example illustrating how PCA transforms data [224]: (a) blue dots are original data samples, the black arrows represent the principal axes of the data, and the length of the arrows is a measure of the variance of the data when projected onto that axis; (b) the red dots are projected data along the longest axis selected in (a) while short axis is removed such that PCA transforms the original two dimensions to one dimension.

Standard PCA is a linear method that works well with linearly separable data sets; however, some data structures cannot be represented well in a linear subspace. Kernel PCA extends standard PCA to efficient nonlinear dimensionality reduction by introducing a kernel function to measure the distance [225, 226]. A commonly used kernel is the Gaussian kernel

$$κ(\mathbf{x}, \mathbf{x}') = \exp\left(-\frac{||\mathbf{x} - \mathbf{x}'||^2}{2\sigma^2}\right),$$

where $\sigma$ is an adjustable parameter. For a data set with $n$ training points, the process to construct kernel PCA can be summarized as follows:

1. Construct the kernel matrix $K_{i,j} = κ(\mathbf{x}_i, \mathbf{x}_j)$ directly from the training data.
2. Compute the Gram matrix $\tilde{K} = K - \frac{1}{n}K + \frac{1}{n}K1_n$ to ensure that the projected features have zero means, where $1_n$ is an $n \times n$ matrix with all elements equal to $1/n$.
3. Solve for $a$ via performing eigenvalue decomposition $(\tilde{K}a_k) = \lambda_k a_k$.

Then, the kernel-based principal components $y(\mathbf{x})$ can be calculated by

$$y_k(\mathbf{x}) = \phi(\mathbf{x})^\top v_k = \sum_{i=1}^n a_{k,i}κ(\mathbf{x}, \mathbf{x}_i).$$

Both standard PCA and kernel PCA methods have been successfully introduced into ASO. For example, Asouti et al. [227] applied standard PCA to reduce the input-space dimension to make the RBF network training easier and predictive performance more dependable. They combined the trained RBF network with an evolutionary algorithm and managed to complete multiple ASO cases. Gaudrie et al. [228] applied kernel PCA to unveil the low-dimensional manifold of the high-dimensional CAD design parameters and facilitated the surrogate modeling of the Gaussian process, which was further utilized for Bayesian optimization.

### 3.2.4. Nonlinear manifold learning

Manifold learning is a family of linear or nonlinear dimensionality reduction methods that learns the inherent low-dimensional structure from high-dimensional data [229]. We have already described linear manifold learning through PCA, so in this section, we focus on the nonlinear manifold learning approaches that are also widely used in ASO. A manifold is a topological space with the property that the neighborhood space of each point on it resembles Euclidean space. For example, the Grassmannian manifold $Gr(k, \mathbb{R}^n)$ describes all $k$-dimensional linear subspaces in $\mathbb{R}^n$, and the Stiefel manifold $V_k(\mathbb{R}^n)$ describes all orthonormal $k$-frames in $\mathbb{R}^n$. Manifold learning hypothesizes that the high-dimensional data lies on a low-dimensional manifold.

It is generally difficult to define the underlying low-dimensional manifolds of high-dimensional data analytically, and thus manifold learning is needed. The isometric feature mapping (Isomap) [230] is one of the popular approaches for manifold learning. For a data set with $N$ training points taken from
the high-dimensional space $X$, Isomap can be fulfilled as shown in Fig. 23. Isomap enhances classical multidimensional scaling (MDS) by incorporating the geodesic distances imposed by a weighted graph. Specifically, Isomap constructs the neighborhood graph over all observations by connecting ith and jth data points if point $i$ is one of the $k$ nearest neighbors of point $j$, sets the lengths of the edges equal to $d_{i,j}$, and then calculates the shortest paths between points. Then we can compute lower-dimensional embedding through classical MDS, as follows:

$$X = E_r \Lambda_r^{1/2},$$

where $r$ is the required number of eigenvectors for lower-dimensional representation, and $E_r$ is the matrix of $r$ eigenvectors. The matrix $\Lambda_r$ is a diagonal matrix whose entries are the $r$ eigenvalues of the following matrix:

$$B = -\frac{1}{2}CDC,$$

where $D$ is the squared distance matrix of $d_{i,j}^2$ and $C$ is the centering matrix. This is defined as

$$C = I - \frac{1}{n}J_n,$$

where $I$ is the $n \times n$ identity matrix and $J_n$ is an $n \times n$ matrix of all ones.

Orsenigo and Vercellis [231] compared PCA with Isomap in their ability to improve credit rating predictions of banks. In the majority of cases, Isomap’s low-dimensional representation resulted in the highest classification accuracy. Ripepi et al. [232] performed reduced-order modeling via PCA and Isomap to predict surface pressure distributions based on high-fidelity CFD simulations but at lower evaluation time and storage. In most cases, Isomap shows higher predictive accuracy, especially near the shock-wave region.

Locally linear embedding (LLE) [233] is another manifold learning approach, which follows the same general process as Isomap (Fig. 23) except that it computes the kernel matrix in a different way. The kernel matrix in LLE corresponds to the weights $W_{ij}$ that best linearly reconstruct $x_i$ from its neighbors, which can be solved by minimizing the cost function

$$\mathcal{L} = \sum_i (x_i - W_{ij}x_j)^2,$$

where each weight $W_{ij}$ corresponds to the amount of contribution the point $x_j$ has when reconstructing the point $x_i$. The cost function is subject to two constraints: $W_{ij}$ is zero if $X_j$ is not one of the $k$ nearest neighbors. 

---

Figure 23: Isomap first constructs neighborhood graph ($G$) using KNN, then sets up the kernel matrix ($DC$) through the shortest path between any two training samples. SVD is a commonly used method to identify the eigenvectors and select the principal components ($S$) based on how much of the physics information we want to preserve. In the end, we can complete the dimensionality reduction through matrix multiplication between $S$ and the query data ($x_{query}$) to obtain reduced-dimension data ($x_{reduce}$).
nearest neighbors of the point \(X_i\); the sum of every row of the weight matrix equals 1, i.e., \(\sum_j W_{ij} = 1\). The manifold hypothesis that high-dimensional data tends to lie in the vicinity of a low dimensional manifold enables the local distance measurement in high-dimensional space [234, 235]. Therefore, LLE reduces the original data point collected in the original \(D\) dimensional space to \(d\) dimensions \((d \ll D)\). LLE finds the low-dimensional representation by minimizing the cost function

\[
\mathcal{L} = \sum_i (y_i - W_{ij}y_j)^2,
\]

where the weights \((W_{ij})\) obtained in the original high-dimensional space are fixed and the minimization is performed by varying the points \(y_i\) to optimize the coordinates. Thus, LLE has several advantages over Isomap, including faster optimization when implemented to take advantage of sparse matrix algorithms and better results for many problems [233]. Decker et al. [236] presented a study to compare dimensionality reduction methods, including PCA, Isomap, and LLE on analytical cases and a CFD application. They concluded that nonlinear dimensionality reduction approaches performed better in the vicinity of shock and discontinuous regions while the linear method outperformed nonlinear methods for steady-state prediction. In addition, they pointed out that nonlinear approaches discovered a lower-dimensional representation resulting in lower evaluation cost of nonlinear reduced-order models.

### 3.2.5. Dynamic Mode Decomposition

Dynamic mode decomposition (DMD) is a data-driven decomposition approach to revealing spatiotemporal features of high-dimensional time-series data, such as unsteady flow fields. For a time-series data set \(V_1^N = v_1, v_2, \ldots, v_N\) generated with a time interval of \(\Delta t\), a linear mapping \(A\) is assumed to connect the data snapshot \(v_i\) to the subsequent snapshots \(v_{i+1}\), that is, \(v_{i+1} = Av_i\). Then, we have \(AV_i^{N-1} = V_i^{N-1} + re_{N-1}^T\), where \(r\) is the residual vector and \(e_{N-1} \in \mathbb{R}^{N-1}\) is a \((N-1)\)th unit vector, and the eigenvalues of \(S\) can be used to approximate the eigenvalues of \(A\). To improve the robustness, a “full” matrix \(\hat{S}\) can be used to perform eigenvalue decomposition, and \(\hat{S}\) is related to \(S\) via a similarity transformation of the following form:

\[
\hat{S} = UV \Sigma W^{\top} \Sigma^{-1},
\]

where \(U, W, \Sigma\) are obtained by performing a singular value decomposition of \(V_1^{N-1} = U \Sigma W^H\). The dynamic modes can be computed by \(\Phi_i = Uy_i\), where \(y_i\) is the \(i\)th eigenvector of \(\hat{S}\), i.e., \(\hat{S}y_i = \mu_i y_i\). The frequencies of dynamic modes can be obtained by the logarithmic mapping of corresponding DMD eigenvalues. For the \(i\)th mode with eigenvalue \(\mu_i\), the frequency and growth rate are \(f_i = \text{Im}(\ln \mu_i)/2\pi\Delta t\) and \(g_i = \text{Re}(\ln \mu_i)/\Delta t\), which can also be expressed as \(f_i = \angle \mu_i/2\pi\Delta t\) and \(g_i = |\mu_i|/\Delta t\) [237].

![Figure 24: DMD splits the time-series data \((V_N^N)\) into \(V_1^{N-1}\) and \(V_2^N\), completes SVD on \(V_1^{N-1}\), and then calculates the eigenvalues and eigenvectors of the SVD-formed matrix \((UV_2^N W \Sigma^{-1})\). The selected modes \((S)\) can be used for dimensionality reduction.](image)
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Schmid [238] applied DMD to extract dynamic information from flow fields for a better understanding of fluid-dynamical and transport processes. They pointed out that DMD was capable of processing subdomains of the full computational or experimental domain. This advantage enables DMD to focus on particular flow features and instability mechanisms, especially for flows containing a multitude of instability mechanisms or multiphysics phenomena.

### 3.3. Semi-Supervised Learning

As stated previously, supervised learning works with labeled data, while unsupervised learning works with unlabeled data. However, there are circumstances where data labels (e.g., experimental aerodynamic data) are incomplete and costly to obtain, leading to semi-supervised learning. Semi-supervised learning methods work with a small amount of labeled data and a large amount of unlabeled data [239, 240]. Semi-supervised learning manages to train models by combining the few existing labels and pseudo labels (Fig. 25).

![Figure 25: Semi-supervised learning constructs an initial supervised learning model (M₀) on labeled data and predicts pseudo labels (y') for unlabeled data using M₀. Then real and pseudo labels and the corresponding data are combined to train another supervised learning model (M) to predict pseudo labels. This step is iterated until predictive performance does not change to obtain the trained model M_{semi} for further regression tasks on query data (x_{query}).](image)

A semi-supervised learning method used in ASO is the deep belief network (DBN), which is a stack of restricted Boltzmann machines (RBM). RBM is a two-layer ANN (Fig. 26) with generative capabilities to learn a probability distribution over its input [241, 242]. “Restricted” refers to the only connections between the visible and hidden layers. Specifically, every node in the visible layer is connected to every node in the hidden layer, while the nodes in the same layer have no connections between each other. Such “restriction” allows for easy implementation and efficient training. Multiple stacked RBM models can be fine-tuned through the process of gradient descent and backpropagation to make a DBN model. The hidden layer activates the forward pass (from a visible layer to a hidden layer). In contrast, visible layers reconstruct the inputs on the backward pass (from hidden layer to visible layer). RBM is undirected, so it cannot adjust the weights and biases via gradient descent and backpropagation. An alternative training approach is to approximate the gradient information through Markov chain Monte Carlo (MCMC) but MCMC requires many steps to reach the equilibrium state. Contrastive divergence truncates the MCMC method at its k-th step to approximate the gradient information to adjust the unknown parameters [243, 244]. The k can be as small as 1 leading to the 1-step contrastive divergence to train RBM as follows (Fig. 27):

1. Randomly initialize the unknown weights and hidden-layer biases.
2. Take a training sample v, compute the probabilities of the hidden units and sample a hidden activation vector h.
3. Compute the outer product of v and h and call it the positive gradient.
4. Sample the reconstructed $v'$ of the visible units from $h$, then resample the hidden vector $h'$ from this. This step is also called Gibbs sampling step.
5. Compute the outer product of $v'$ and $h'$ and call it the negative gradient.
6. Update the weight matrix as follows:

$$W = W + \lambda (v h^T - v' h'^T),$$

where $\lambda$ is a pre-set learning rate. Similarly, we update biases by

$$a = a + \lambda (v - v'),$$

and

$$b = b + \lambda (h - h').$$

Figure 26: RBM is a shallow, two-layer neural network. The first layer (blue) is called visible layer or input layer with visible neurons ($v_0, v_1, \ldots, v_4$) while the second layer (black) is called hidden layer with hidden neurons ($h_0, h_1, h_2, h_3$). The weights ($w_{i,j}$) represents the connection between $i$th visible neuron and $j$th hidden neuron while $a_i$ and $b_j$ are biases on visible and hidden neurons, respectively.

Figure 27: One step of the contrastive divergence-based RMB training shows how weights and biases get updated. Specifically, the forward pass computes hidden vector $h$, which leads to the positive gradient ($g_P$) through outer products between $v$ and $h^T$. The Gibbs sample strategy produces $v'$ through a backward pass and $h'$ through another forward pass on $v'$, which leads to the negative gradient ($g_N$). Eventually, we can update the weights and biases using Eqns. 46, 47, and 48.

RBM is computationally efficient. Its training is faster than traditional Boltzmann machine because of the restrictions on connections between intra-layer nodes. Activations of the hidden layer can be
used as input to other models as useful features to improve performance. However, the training is still challenging, even with the contrastive divergence algorithm.

DBN stacks RBM models on top of one another sequentially trains the RBM models in an unsupervised manner and then fine-tunes the model using supervised learning techniques [245, 246] (Fig. 28). This deeper stacking setup of DBN improves RBM’s performance. Mohamed et al. [247] claimed DBN as a very competitive alternative to GMM because of the following reasons: DBN can be fine-tuned as neural networks; DBN has many nonlinear hidden layers; and DBN is generatively pre-trained. DBN training avoids backpropagation, which may result in local optima or “vanishing gradient” (the gradient will be vanishingly small due to the backpropagation, effectively preventing the weight from changing its value). We notice successful DBN application in multi-fidelity robust aerodynamic design optimization where DBN was trained and used as a low-fidelity model [248].

![Figure 28: RBM models are sequentially connected to formulate DBN. Each RBM is trained until convergence, then frozen; the result of the “output” layer of the machine is then fed as an input to the next RBM in the sequence, which is then trained until convergence, and so on until the entire network has been trained. Blue is the input layer, black is a hidden layer, and green is the output layer.](image)

### 3.4. Reinforcement Learning

Reinforcement learning [249, 250] (RL) is a kind of ML approach aiming to solve sequential decision-making problems. In other words, RL aims to learn an optimal policy guiding an agent to move in an environment, which is normally formulated as a Markov decision process. In this section, we describe the general RL architecture and basic terminology, followed by deep RL (DRL) enabled through deep learning.

#### 3.4.1. Reinforcement Learning Fundamentals

During the RL model training (Fig. 29), the agent learns to take the right actions by interacting with the environment. Some key concepts in RL are explained as follows.

1. **Agent**: An agent controls the action to take based on the environment observation. In real life, the agent (artificial intelligence) can be a drone that makes a delivery.
2. **Environment**: An environment is where the agent moves through, executing the agent’s actions and responding to the agent with the reward and next state. For a drone delivery application, for example, the environment updates a drone’s location and outputs the reward depending on the drone’s movement.
3. **State**: A state \((s \in \mathcal{S})\) is an observation of the environment, which the agent will use to take action.
4. Action: An action \((a \in \mathcal{A})\) is a possible move the agent can make at each time step. In the drone delivery example, an action can be turning right or left, cruising, or accelerating.
5. Trajectory: A sequence of states and actions that influence those states.
6. Reward: A reward \((r \in \mathcal{R})\) is feedback used to measure the quality of the agent’s action. A reward can be immediate or delayed to evaluate the agent’s actions.
7. Discount factor: A discount factor \((\gamma, \text{generally smaller than 1})\) is multiplied by future rewards as a mathematical trick to make an infinite sum finite. In addition, a discount factor smaller than 1 also reveals we value future rewards less than immediate rewards.
8. Policy: The policy \((\pi(s))\) is the core algorithm that the agent follows to take actions. The policy is a map from the state space to the action space. At each time step, the agent will follow the action \((a)\) generated from the policy according to the measured state \((s)\). The policy mapping can be either deterministic: \(\pi(s) = a\), or stochastic: \(\pi(a|s) = P_\pi[A = a|S = s]\), where \(P_\pi\) is the probability of action \((a)\) is taken in state \(s\) following the current policy \(\pi\).
9. Return: \(G\) measures the future reward as a total sum of discounted rewards going forward. For example, the return starting from time step \(t\) is computed as
   \[
   G_t = R_{t+1} + \gamma R_{t+2} + \cdots = \sum_{k=0}^{\infty} \gamma^k R_{t+k+1}.
   \] (49)
10. Value: Each state is associated with a value function \(V_\pi(s)\), or state-value, predicting the expected future cumulative discounted reward under the constructed policy. In other words, \(V_\pi(s)\) quantifies how good a state is and formulates as
   \[
   V_\pi(s) = \mathbb{E}_\pi[G_t|S_t = s].
   \] (50)
11. Q-value: In contrast to the state-value, the Q-value \((Q_\pi(s, a))\), also known as action-value) refers to the long-term return of the action under the policy from the current state. Similarly as state-value, Q-value formulates as
   \[
   Q_\pi(s, a) = \mathbb{E}_\pi[G_t|S_t = s, A_t = a],
   \] (51)
through which we can see the relationship between \(V_\pi(s)\) and \(Q_\pi(s, a)\) given by
   \[
   V_\pi(s) = \sum_{a \in \mathcal{A}} Q_\pi(s, a) \pi(s, a).
   \] (52)

The two main types of RL algorithms are model-based and model-free algorithms. Here, “model” refers to a transition probability function \((P)\) and reward function \((R)\). The transition function records the probability of transitioning from state \(s\) to \(s'\) after taking action \(a\) while obtaining reward \(r\)
   \[
P(s', r|s, a) = P[S_{t+1} = s', R_{t+1} = r|S_t = s, A_t = a],
   \] (53)
which leads to state-transition function

\[ P_{s,a}^{s'} = P(s'|s,a) = P[S_{t+1} = s'|S_t = s, A_t = a] = \sum_{r \in \mathbb{R}} P(s', r|s, a). \quad (54) \]

The reward function \( R \) predicts the next expected reward triggered by one action

\[ R(s,a) = E[R_{t+1}|S_t = s, A_t = a] = \sum_r \sum_{s' \in \mathcal{S}} r \cdot P(s'|s,a). \quad (55) \]

Model-based RL algorithms rely on a model that predicts the outcomes of actions to learn optimal policies. Model-free RL algorithms directly interact with the environment without constructing the model [249, 251]. In either method, RL aims to train an agent to formulate optimal policy to drive actions that maximize the total reward. There can be more than one optimal policy; all the optimal policies are denoted as \( \pi^* \). The optimal policies share the same state-value, which is the optimal state-value function,

\[ V^* = \max_{\pi} V_\pi(s), \quad (56) \]

for all \( s \in \mathcal{S} \). Similarly, we denote optimal action-value function as

\[ Q^*(s,a) = \max_{\pi} Q_\pi(s,a), \quad (57) \]

for all \( s \in \mathcal{S} \) and \( a \in \mathcal{A} \). The optimal action-value function gives the expected return for taking action \( a \) in state \( s \) and thereafter following an optimal policy. Thus, we can represent \( Q^*(s,a) \) with \( V^*(s) \) as [249]

\[ Q_\pi(s,a) = E[R_{t+1} + \gamma V^*(S_{t+1})|S_t = s, A_t = a]. \quad (58) \]

Compared with supervised, unsupervised, and semi-supervised learning, which aim to learn data patterns from a training set and then apply them to a new data set, RL is the process of dynamically learning by adjusting actions based on continuous feedback to maximize accumulated reward. Because of the different principles in nature, RL has the following major advantages and disadvantages. On one hand, RL solves complex problems, such as optimal control problems [252], that are intractable when using conventional techniques; RL can achieve long-term good performance as the long-term accumulated reward is used in training it; RL is similar to human learning, which makes RL particularly powerful. On the other hand, too much RL can lead to an overload of states, which can diminish the results. On the other hand, RL requires a lot of data and computational budget and is subject to the “curse of dimensionality” issue for real physical systems. Combining RL and deep learning to be introduced in the following section alleviates the above-mentioned drawbacks.

### 3.4.2. Deep Reinforcement Learning

Deep RL (DRL) improves the standard RL method by using DNN to model the agent policy and thus facilitates RL to handle large-scale complex problems. Like the training of other DNNs in supervised learning, the training process of DRL iteratively adjusts the weights and biases of the agent DNN. The difference is that supervised learning has the ground-truth labels to be predicted beforehand, while RL needs to wait for the environment-returned rewards, which can be varied, delayed, or affected by unknown variables. Based on the way to obtain the optimal RL policy, there are two categories of DRL: value-based methods and policy-based methods [251, 253, 254].

In value-based methods, DNN is used to approximate a value function that estimates the expected reward of any state-action pairs. The agent policy is determined by selecting the action with the highest value. These methods are generally applicable to problems with a discrete action space. Deep Q-Network [253] is a popular value-based RL (Fig. 30), which shares a similar structure as vanilla Q-learning. The core idea of Q-learning is to keep track of the Q-value for the different state-action pairs the agent can take [253, 255]. If there are a massive number of intermediate states, the required
memory rapidly expands and Q-learning becomes practically impossible. Deep Q-networks solve this issue by estimating the Q-value functions with DNN. In particular, the DNN reads states as the input and predicts Q-values for all possible state-action pairs. The loss function is usually obtained from the Bellman equation [256] to minimize the Q-value prediction error from the environment’s feedback. Training the DNN requires an adequate exploration of the environment, which is typically the $\epsilon$-greedy strategy.

Figure 30: As a value-based RL, deep Q-network trains a value function ($Q_\theta(a|s)$) using DNN to evaluate the agent policy $\pi$. The $\epsilon$-greedy strategy is typically used to ensure a suitable exploration that takes either the action with the highest value or a random action with a user-defined probability. The hyperparameters of the DNN ($\theta$) can be updated after each action.

In policy-based methods (Fig. 31), DNN is directly used to model the policy to take actions, and this makes these methods applicable to continuous action spaces. The policy-based method will first run an episode (containing all states that come in between an initial state and a terminal state) to maximize the cumulative reward. Then, it increases the probability of high-return actions and decreases the probability of low-return actions. Policy-based DRL can be stochastic or deterministic. A stochastic policy (such as the proximal policy optimization method [257]) models the probability distribution of action (with respect to a state) to maximize the expected cumulative reward, which integrates over both state and action spaces. In the training process of a stochastic policy, to explore the environment, the action is generated by sampling the distribution governed by the policy. A deterministic policy (such as the deterministic policy gradient method [258]) directly maps the state to the optimal action, so it merely integrates over the state space. The exploration in training a deterministic policy can be realized by adding noise to the action. Training a deterministic policy usually requires fewer episodes than training a stochastic one [258].

Figure 31: Policy-based RL directly models the policy ($\pi$) using DNN, which can be stochastic or deterministic. The actions are generated by sampling the stochastic policy or adding noise to the deterministic action to ensure an adequate exploration.

As summarized by Garnier et al. [251], policy-based methods converge on optimal parameters more quickly and reliably than value-based RL. Nevertheless, policy-based methods may get stuck on local optima instead of the global optimum. Policy-based methods work better with high-dimensional action spaces because deep Q-networks have to assign a score to every possible action for all time steps.

DRL incorporates deep learning into RL, allowing agents to make decisions from unstructured input data without manual engineering of state space. Making use of deep learning enables DRL to deal
with high-dimensional states (such as pixels rendered to the screen in a video game) and decide what actions to perform to optimize an objective (e.g., maximizing the game score). We have noticed a broad range of DRL applications for video games [259, 260], robotics [261, 262], transportation [263, 264], flow control [265, 266], etc. DRL can mimic human intuition to solve ASO problems. Li et al. [267] applied DRL to learn a policy to reduce the aerodynamic drag of supercritical airfoils.

3.5. Artificial Neural Networks

ANN is the core component of deep learning. They are powerful and scalable, making them ideal for tackling large-scale and highly complex ML tasks [268, 269] (Fig. 32). ANN has become the most popular ML model in various areas. Most of the recent advances in ML-based ASO utilize ANN models. In this section, we introduce the ANN fundamentals followed by a few typical and novel ANN architectures, including convolutional neural networks (CNN), recurrent neural networks (RNN), autoencoders, generative adversarial networks (GAN), and the self-organizing maps (SOM). In addition, we also elaborate on the PINN model.

![Figure 32: ANN consists of input layer (blue dots), hidden layer (green dots), and output layer (black dots), and each dot is called neuron. Forward pass (black arrows) maps input layers to output layer through multiplication and addition operations, followed by activation function for nonlinearity within each hidden-layer neuron. Backpropagation (blue arrows) tracks the gradient information of the output layer with respect to hidden layers and hidden layers with respect to the input layer. Thus, the forward pass predicts outputs given inputs, whereas backpropagation leads the model training to adjust unknown weight and bias parameters.](image-url)

3.5.1. Basic Setup

The ANN architecture consists of one input layer, one or more hidden layers, and one output layer. A deep stack of hidden layers makes ANN a DNN. The input layer is associated with the input parameters, while the output layer is associated with quantities of interest to be predicted. Each layer contains one or multiple neurons. Within one neuron, we have the following operation:

\[
h = a(w_1x_1 + w_2x_2 + \cdots + w_nx_n + b) = a(x^T w + b),
\]

where \(x\) is an input vector, \(w\) is a vector of weights to be determined, \(b\) is an unknown bias, \(a\) is an activation function that injects nonlinearity into neural networks, and \(h\) is the output of this neuron that is used as an input for the next hidden layer. Typical activation functions include the sigmoid function,

\[
\sigma(z) = \frac{1}{1 + e^{-z}},
\]
which is monotonic and differentiable; its output exists within \([0, 1]\) and its derivative is not monotonic. The hyperbolic tangent activation function is
\[
\tanh(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}},
\]
which is monotonic and differentiable; its output exists within \([-1, 1]\) and its derivative is not monotonic. The ReLU activation functions is defined as
\[
R(z) = \max(0, z),
\]
which is monotonic and differentiable; its output is within \([0, \infty]\) and derivative is monotonic. The Leaky ReLU activation function is formulated as
\[
L(z) = \begin{cases} 
  z, & \text{if } z \geq 0 \\
  \gamma z, & \text{otherwise}, 
\end{cases}
\]
where \(\gamma\) is a small-value constant defining the “leakage” such that Leaky ReLU is monotonic and differentiable. Its output exits within \([-\infty, \infty]\) and its derivative is monotonic. It is important to understand the monotonicity, range, and differentiability of activation functions to select them intelligently.

3.5.2. Model Training

The key principle of neural network model training lies in a maximum likelihood estimate where we optimize the unknown parameters to maximize the probability of observing output data conditioned on the inputs [26]. Thus, we formulate the objective function (also known as loss function) as a sum of the squared errors between model predictions and real observations:
\[
\min_\theta \sum_{i=1}^N (\hat{y}_i(\theta) - y_i)^2,
\]
where \(\theta\) is the unknown parameter vector, \(y\) is the real observation in training data, \(\hat{y}\) is the neural network model prediction. The unknown weights and biases in ANN are usually randomly initialized and then iteratively adjusted to minimize the loss function. ANN models involve matrix multiplications and activation functions, which are all differentiable. In addition, ANN models typically involve a large number of unknown parameters. Therefore, gradient-based optimization algorithms prevail. One way of calculating the gradient is to analytically compute the derivative for each neuron; however, it may be practically impossible since modern ANN models can have thousands of neurons. Using the finite-difference method is also computationally expensive and suffers from issues like step length selection [26, Sec. 6.4]. Because ANN typically has many inputs and few outputs, and the network structure consists of many differentiable simple functions chained together, they are well suited for reverse-mode algorithmic differentiation (AD) [26, Sec. 6.6]. The ML community refers to the reverse AD as backpropagation, which is built into modern ML software packages, such as TensorFlow [270].

Among the available gradient-based optimization algorithms, the most popular choice in ANN training is the steepest descent algorithm (also known as gradient descent), even though it is the simplest and not the most efficient in general. However, gradient descent works well for training ML models. Finding the global minimum of the loss function for a large-scale ANN is hard; however, it is more important to find a good enough solution quickly than to find the real global minimum. Gradient descent in ML uses a pre-selected step size (called the learning rate) instead of a line search to make the training more efficient. The learning rate is usually gradually decreased when approaching the end of training to avoid missing the minimum.

The training can take all available training data at every step, which is called batch gradient descent (BGD). BGD uses the mean gradient of the whole data set to update the unknown weights that move directly towards a local or global optimum solution for convex or relative smooth error manifolds. BGD
can guarantee a minimum within the basin of attraction given an annealed learning rate (decaying
learning rate). Nevertheless, using the whole training data set at each step is computationally expensive
and makes the algorithm more likely to get trapped in local optimal.

In contrast to BGD, stochastic gradient descent (SGD) takes one random training sample at every
step and computes the gradients [271]. SGD accelerates the algorithm because the stochasticity helps
avoid local optima. The drawback of the stochasticity is that the loss function does not decrease
monotonically and never settles at the minimum. One solution is to gradually reduce the learning rate
during the training to settle at the global minimum. Mini-batch gradient descent (MGD) [272, 273] is
a strategy between BGD and SGD. MGD takes a random subset of the whole training data to compute
the gradients. Generally, MGD is better than BGD at getting out of local minima but not as good as
SGD. MGD converges more smoothly than SGD.

3.5.3. Convolutional Neural Networks

CNN is a specialized type of DNN designed for large-scale structured data such as images. Its
architecture makes the implementation more efficient and vastly reduces the number of parameters in
the network [274, 275]. Therefore, CNN is the state-of-the-art in computer vision field applications.
A CNN architecture is mainly composed of convolutional layers, pooling layers, and fully connected
layers (Fig. 33).

Convolutional layers achieved by filters (also known as convolutional kernels) capture the global
and local information of the input data. The term convolution refers to the mathematical combination
of two functions to produce a third function to merge information. CNN performs convolution on the
input data and a convolutional layer to produce a feature map. Mathematically, the convolutional
layer can be formulated as

\[
\text{ConvL} = (\mathbf{w} \cdot \mathbf{I})_{i,j} = a \left( \sum_{m=0}^{l_1-s-1} \sum_{n=0}^{l_2-s-1} w_{m,n} \cdot I_{i+m,j+n} + b \right),
\] (65)

where \( I \) is a two-dimensional input with a of \( L_1 \times L_2 \) matrix, \( w \) is unknown weight matrix with a size
of \( l_1 \times l_2 \), \( s \) is the stride length, \( b \) is the bias, \( a \) is the activation function, and \( \text{ConvL} \) is the output of a
convolutional layer with the size of \((L_1 + 2 \times p - l_1 + s) \times (L_2 + 2 \times p - l_2 + s)\) where \(p\) is the padding value.

A pooling layer usually follows a convolutional layer to reduce the dimension of the data to avoid overfitting [276, 277]. The most common pooling operations are maximum and average pooling. This process is completed via a filter striding through the output of a convolutional layer. The maximum pooling selects the maximum value within the local filter region and then strides to the next local region to do the same operation. Similarly, the average pooling calculates the average value within the local filter region. A fully connected layer is simply a stack of multiple neurons followed by activation functions.

When dealing with large-scale structured inputs, CNN has the following advantages over normal ANN: (1) fewer unknown parameters due to the use of filters; (2) more effective in recognition problems because CNN learns a spatial hierarchy of patterns (i.e., forming higher CNN layers by combing lower layers); (3) translation invariant property, that is, once a pattern is learned at one location, CNN can identify this pattern at any other locations because the learned weights are reusable even if the input is shifted or rotated.

However, a CNN typically requires a large amount of data to be well trained, and not all tasks can be formulated with structured inputs. Some applications of CNN in aerodynamic predictions are based on converting the unstructured data to structured images[278, 279]. This strategy may not be preferable for high-fidelity modeling despite the proof-of-concept.

3.5.4. Recurrent Neural Networks

RNN gets its name from a feedback loop that points a hidden neuron back to itself, constituting a recurrent structure [280, 281]. This recurrent structure allows previous outputs to be used as inputs while having hidden states (Fig. 34). Therefore, RNN has the memory of historical information, which makes it suitable to handle time sequence data. A traditional RNN connects the inputs and outputs as follows:

\[
h^t = a_h \left( W_{xh} x^t + W_{hh} h^{t-1} + b_h \right),
\]
\[
y^t = a_o \left( W_{ho} h^t + b_o \right),
\]

where \(x^t\) is the time-sequence instance at step \(t\), \(h\) is the hidden neuron output, \(y\) is the model output, \(W\) is the weight matrix, \(a_h\) is the activation function for \(h\) while \(a_o\) is the activation function for \(y\).

![Figure 34](image)

Figure 34: RNN is widely used for time-dependent tasks. They consist of a series of recurrent structures, where each structure takes as the input the corresponding time-step input \((x^{(t)})\) and the hidden state \((h^{(t-1)})\) from the previous structure, and then produces the current-structure hidden state, which predicts the output and proceeds to the subsequent structure.

RNN performs well in various engineering applications, however, it suffers from long-term dependencies. Taking a language generation model as an example, the long-term dependencies refer to situations where the word to be predicted is far away in memory from the relevant information. In
theory, RNN is capable of handling the long-term dependencies problem. However, in practice, RNN is unable to connect the information [282]. The long-short term memory (LSTM) algorithm (Fig. 35) improves RNN by adding a forget gate \((g_f)\), an update gate \((g_u)\), and an output gate \((g_o)\) [283, 284]. We mathematically describe LSTM updates through the following equations:

\[
g_f = \sigma \left( w_f \cdot [h^{(t-1)}, x^{(t)}] + b_f \right), \tag{68}
\]

\[
g_u = \sigma \left( w_u \cdot [h^{(t-1)}, x^{(t)}] + b_u \right), \tag{69}
\]

\[
C' = \tanh \left( w_C \cdot [h^{(t-1)}, x^{(t)}] + b_C \right), \tag{70}
\]

\[
C^{(t)} = g_f \cdot C^{(t-1)} + g_u \cdot C', \tag{71}
\]

\[
g_o = \sigma \left( w_o \cdot [h^{(t-1)}, x^{(t)}] + b_o \right), \tag{72}
\]

\[
h^{(t)} = g_o \cdot \tanh(C^{(t)}), \tag{73}
\]

where \(w\) contains the weighting parameters, and the subscripts represent the corresponding variables. Forget gate uses a \(\sigma\) activation function to scale previous-step hidden state \(h^{(t-1)}\) and current-step input \(x^{(t)}\) within the range of 0 and 1 multiplied by each number in the previous-step cell state \(C^{(t-1)}\). Thus, a 1 represents “keep this number”, and a 0 represents “forget this number”. Similarly, update gate scales \(h^{(t-1)}\) and \(x^{(t)}\) within the range of 0 and 1 using a \(\sigma\) function to decide how much we want to update the previous-step cell state \(C^{(t-1)}\) via a candidate cell state \(C'\). The candidate cell state \(C'\) takes as inputs the \(h^{(t-1)}\) and \(x^{(t)}\) followed by a \(\tanh\) activation function. We achieve the current-step cell state \(C^{(t)}\) through \(C^{(t-1)}\) and \(C'\), which are multiplied by the forget gate and update gate values, respectively. On the one hand, \(C^{(t)}\) directly goes into the next-time-step LSTM cell with the values as a memory from previous steps. One the other hand, we put \(C^{(t)}\) through \(\tanh\), which combines with the output gate to guide the computation of \(h^{(t)}\). Output gate again uses \(\sigma\) to scale \(h^{(t-1)}\) and \(x^{(t)}\) within the range of 0 and 1. We obtain \(h^{(t)}\) by multiplying \(\tanh(C^{(t)})\) by output gate values.

LSTM is able to model long-term sequence dependencies and is more robust to the problem of short memory than the vanilla RNN model due to the added gates. However, the improved LSTM architecture increases the computing complexity and requires higher memory compared with vanilla RNN. LSTM has been introduced into aerospace engineering mainly for predicting unsteady aerodynamics, which makes full use of the memory cells. Wang et al. [285] showed promising multivariate LSTM predictive performance on scalar and distribution aerodynamic quantities in unsteady aerodynamics.

Figure 35: An LSTM cell takes current-step input parameters \((x^{(t)})\) and previous-step outputs (cell state \(C^{(t-1)}\) and hidden state \(h^{(t-1)}\)) and operates through forget gate \((g_f)\), update gate \((g_u)\), and output gate \((g_o)\). A hidden state \((h^{(t)})\) is produced for prediction tasks. The current-step cell state \((C')\) and \(h^{(t)}\) are passed onto the next time step. Operation symbols in circles represent point-wise operations.
3.5.5. **Autoencoder**

An autoencoder is an ANN designed to learn the low-dimensional representation of unlabeled high-dimensional data. We use as the low-dimensional representation a neural network layer that has fewer neurons than the input layer. This “narrowed” layer is also known as the bottleneck layer. In sum, the bottleneck layer with few neurons is imposed in the autoencoder network architecture to force a compressed representation of the input. The autoencoder is divided into an encoder functioning as a recognition model (from the input layer to the bottleneck layer) and a decoder functioning as a generative model (from the bottleneck layer to the output layer) (Fig. 36). The encoder can be a fully connected or convolutional network, which extracts low-dimensional features from the high-dimensional input. The decoder converts the low-dimensional features to high-dimensional output, which can be done by fully connected or transposed convolutional layers. In contrast to a convolutional layer used for downsampling (input dimension is larger than output dimension), transposed convolution is an upsampling strategy (output dimension is larger than input dimension). Transposed convolution [286] is similar to convolution except that we first preprocess inputs via padding operation (a process of adding layers of zeros to increase the height and width of an input image). Then we apply convolution to the preprocessed inputs through which the output dimension is larger than the input dimension. The autoencoder is trained by minimizing the reconstruction loss \( \mathcal{L}(\hat{x}, x) \) of output \( \hat{x} \) compared with the input \( x \).

![Figure 36: An autoencoder consists of encoder and decoder networks connected through the bottleneck layer. Input-layer features are automatically extracted into the bottleneck layer (which typically has a much lower dimension than the input dimension) in an unsupervised way by minimizing the difference between the output layer (black) and the input layer (blue).](image)

A variational autoencoder (VAE) introduces isotropic Gaussian priors on the latent variables to obtain low-dimensional representations with disentangled latent variables [287]. This is realized by adding a layer containing a mean and a standard deviation for each latent variable (Fig. 37). The loss function for VAE consists of two terms. The first term penalizes the reconstruction error. The second term encourages the learned distribution to be similar to the true prior distribution, assuming a unit Gaussian distribution. A detailed introduction on VAE can be found [288].

Despite the similar architecture to a basic autoencoder, a VAE belongs to the family of variational Bayesian methods [289]. Specifically, an autoencoder is an unsupervised technique for dimensionality reduction by reading, compressing, and then recreating the original input. In contrast, a VAE model assumes the source data belongs to implicit probability distribution and attempts to infer the distribution parameters, through which a VAE model generates new data related to the source data. We have noticed some applications of autoencoder and VAE models in ASO. Rios et al. [290] applied PCA, kernel PCA, and autoencoder for a compact representation of 3D vehicle shape design space to advance the optimization performance. They showed that they could modify the geometries more locally with...
Figure 37: VAE has a similar structure as autoencoder; however, VAE does not use a bottleneck layer. Instead, the encoder of VAE produces the mean ($\mu$) and standard deviation ($\sigma$) of latent variables. Gaussian distribution with the predicted $\mu$ and $\sigma$ is used to generate samples as the input layer of the decoder. Once trained, a VAE model can generate similar data or shapes as input data using the Gaussian distribution with $\mu$ and $\sigma$.

the autoencoder than with the remaining methods and verified that the autoencoder representation improved the optimization performance. Wang et al. [291] extracted the VAE variables to represent flow fields of supercritical airfoils and applied an ANN model to capture the mapping between airfoil shapes and the VAE variables.

3.5.6. Generative Adversarial Networks

GANs consist of two “adversarial” models: a generator and a discriminator, competing against each other (Fig. 38) [292]. The generator and discriminator can be any type of neural networks. The goal of training the generator is to generate data that maintains similar patterns and properties as the provided training data set. In contrast, the discriminator distinguishes between generated data and training data.

Figure 38: A GAN incorporates the discriminator networks to compete with the generator networks, improving on other generative models, such as VAE. The generator networks produce generated shapes ($g$) corresponding to random variables ($z$), which typically follow user-assigned uniform distributions. The discriminator networks aim at differentiating the existing data ($e$) and $g$. Training discriminator adjusts the weights ($w_d$) and leads the probability of $g$ ($p_g$) being real towards 0 and the probability of $e$ ($p_e$) towards 1. In contrast, training generator adjust the weights ($w_g$) and leads $p_g$ towards 1. At the end of the training, the generator generates new shapes similar to the existing data. Ideally, $p_g$ and $p_e$ are around 0.5 for all $z$ samples but it is difficult to achieve.

Generally, the generator reads random variables following a uniform distribution. The discriminator reads data (both generated and training data) and tells the probability that these data are taken from the training data set. Usually, the generated data and training data are labeled as 0 and 1, respectively.
This process is mathematically formulated as a minimax problem \cite{292},
\[
\min_{w_g} \max_{w_d} V(w_g, w_d) = \mathbb{E}_{z \sim p_z}[\log(1 - p_{g}(z))] + \mathbb{E}_{c \sim p_{data}}[\log(p_{c})],
\]
(74)
where \(e\) is sampled from the training data distribution \(P_{data}\).

Mutual information-based GAN (InfoGAN) \cite{293} extends GAN to extract structural data features, such as rotation and width of MNIST digits (Fig. 39). In probability theory and information theory, the mutual information between two random variables is a measure of the mutual dependence between the two variables. In simple words, mutual information is a metric that quantifies how much one random variable \((X)\) tells us about another \((Y)\), which can be quantified through entropy as
\[
I(X; Y) = E(X) - E(X|Y) = E(Y) - E(Y|X).
\]
(75)

InfoGAN model introduces latent variables into GAN while keeping the original GAN variables, also called noise variables. Maximizing the mutual information between latent variables and generated data during training automatically assigns structural data features to latent variables based on the pre-defined probabilistic distributions. Therefore, we reformulate the original minimax objective function of GAN (Eq. (74)) as
\[
\min_{w_g} \max_{w_d} V(w_g, w_d) - I(c; g),
\]
(76)
where \(c\) is the vector of latent variables and \(g\) is the vector of generated shapes. Because the mutual information between \(c\) and \(g\) is challenging to obtain, the lower bound of mutual information is derived as \cite{293}
\[
L(w_g, w_d) = \mathbb{E}_{g \sim P_{g(c,e)}}[\mathbb{E}[\log Q(c'|e)]] + \text{const},
\]
(77)
where \(P_{g(c,e)}\) is the distribution of generated airfoil shapes. Thus, the training objective function of InfoGAN model becomes
\[
\min_{w_g} \max_{w_d} V(w_g, w_d) - L(w_g, w_d).
\]
(78)

Figure 39: InfoGAN uses two sets of input variables, the latent variables \((c)\) and noise variables \((z)\). The discriminator outputs not only the probabilities \((p_{g} \text{ and } p_{e})\) but also the approximate distributions \((Q_{c|e})\) of \(c\) given the existing data samples \((e)\). \(Q_{c|e}\) approximating the real \(c\) distribution enables the convenient form of lower bounds of mutual information, which is called variational mutual information. The training process is the same as GAN (Fig. 38), except that the less function also considers the mutual information to be maximized between \(c\) and \(e\). More mathematical details can be found in Chen et al. \cite{293}.

Compared with a VAE model, a GAN generates new data samples more correlated to a source data set because of incorporating the discriminator networks. A GAN model does not introduce any deterministic bias, while variational methods introduce bias because they optimize a lower bound on the log-likelihood. A GAN model generates a sample via one pass through the model, rather than an unknown number of Markov chain iterations compared with Boltzmann machines.

However, a GAN model is hard to train to reach the perfect equilibrium state, i.e., the discriminator-predicted probability of generated samples being realistic is 0.5 within the whole GAN variable
space [294]. Another commonly known problem of GAN is mode collapse. Mode collapse happens when the discriminator gets stuck in a local minimum and the generator starts producing the same output (or a small set of outputs) over and over again. Thus, a GAN model cannot generate a wide variety of outputs. A common solution to mode collapse is using Wasserstein loss function, which helps the discriminator get rid of the vanishing gradient issue [295]. Therefore, the discriminator trained through Wasserstein loss function does not get stuck in local minima and learns to reject the outputs that the generator stabilizes on. However, Arjovsky et al. [295] also mentioned that “weight clipping is a terrible way to enforce a Lipschitz constraint”, which leads to unstable training or slow convergence.

GAN and InfoGAN models combined with curve fitting methods (Bézier or B-spline curves) have been introduced to ASO to parameterize airfoil and wing sections. After training, a curve fitting-based GAN model not only generates smooth and realistic airfoils but also shortens the optimization iterations with almost no penalty on the optimal performance [296, 297].

3.5.7. Self-organizing Maps

A SOM is unsupervised learning intended to find low-dimensional representations that preserve the topology of the high-dimensional input space [298]. Preserving topology means that neighbor observations in an input space should be projected as neighbor nodes in a mapping space [299]. This topology preservation feature makes SOM outstanding for data analysis and data visualization because we can see more clearly in the mapping space the structure (such as clusters) hidden in the high-dimensional data [300]. Unlike other ANN models, SOM is composed of single-layer structured neurons, and all the neurons are connected to the input. Each neuron represents a coordinate of the low-dimensional map such as \((i, j)\), which computes the Euclidean distance between neurons to preserve the high-dimensional topology. The parameters of the neurons are competitively updated to ensure that similar high-dimensional data are mapped closer. Generative topographic mapping (GTM) is a probabilistic formulation of the SOM, which models the distribution of high-dimensional data by defining a density model in a low-dimensional space [301]. Compared to SOM, the convergence of GTM (to local optima) is guaranteed by the EM algorithm [301] similar as the one used for GMM (Sec. 3.2.2).

We summarize several main advantages and disadvantages of a SOM model as follows. Data can be easily interpreted and understood with the help of SOM. SOM can deal with several types of classification problems while providing a valuable and intelligent summary from the data in the meantime. However, SOM does not perform well on categorical data and even worse for mixed types of data. The model preparation time is slow, meaning that SOM is hard to train. SOM models have been used to visualize tradeoffs of Pareto solutions in the multi-objective function space in ASO. Obayashi and Sasaki [302] used a constructed SOM model to generate clusters of design variables, which indicated the roles of design variables for design improvements and tradeoffs.
Figure 41: A SOM is trained through competitive learning instead of error-correction learning, such as backpropagation with gradient descent. A training sample ($x_{train}$) is randomly selected, and then the Euclidean distance ($D$) between $x_{train}$ and weights of each SOM output node is calculated (the weights are initialized as ($W_0$)). The node with the shortest distance is called the best matching unit (BMU), around which a circle with a pre-set radius ($r$) is drawn. BMU and its neighbor nodes need to be updated through the products of the difference between $x_{train}$ and BMU weights and scaling parameters. The scaling parameters ensure that the farther the neighbor nodes are, the smaller the change. The training stops when the iteration limit is reached.

3.5.8. Physics-Informed Neural Networks

Raissi et al. [60] developed PINNs as “neural networks that are trained to solve supervised learning tasks while respecting any given laws of physics described by general nonlinear partial differential equations” [303, 304]. The key to PINNs’ success is incorporating partial differential equations of interest into the loss function for neural network training. In the training of PINNs, the residual of underlying partial differential equations and the residual derivatives are to be evaluated. The loss function for PINN training reads:

$$\min_{\theta} \left( \sum_{i=1}^{N_u} (\hat{y}_{u,i}(\theta) - y_{u,i})^2 + \sum_{i=1}^{N_f} (\hat{r}_{f,i}(\theta))^2 \right),$$

where the former term denotes the prediction error of physics, and the latter is a residual penalty of the prediction $\hat{r}$ (also named as “physical loss”) on collocation points.

PINNs are a novel way of constructing ML models by incorporating physical principles into ML for powerful performance instead of purely data-driven models. PINNs lay the foundations for a new paradigm in modeling and computation that enriches deep learning with the longstanding developments in mathematical physics by naturally encoding any underlying physical laws as prior information. However, the original PINN was set up under a fixed set of initial and boundary conditions, which makes it challenging for design optimizations whose boundary condition varies after each iteration. In addition, PINNs had not been introduced to practical large-scale ASO problems yet. Even so, ML researchers still express great interest in PINNs because they incorporate expert knowledge. Mao et al. [305] showed satisfactory results on both forward and inverse problems using PINN-approximated Euler equations for high-speed aerodynamic flows.

4. Machine Learning in Aerodynamic Shape Optimization

The efficiency of aerodynamic shape design optimization is mainly affected by three aspects: the dimensionality of the geometric design space, the cost of the aerodynamic analysis, and the convergence rate of the optimization algorithm. Recently, advanced ML models have shown the potential to efficiently parameterize the aerodynamic shape, accurately predict aerodynamic performance with a low computational cost, and innovate ASO workflows. In this section, we review relevant applications in these fields with comments on their performance and contributions.

4.1. Geometric Design Space

Fine control of the aerodynamic shape is desired in design optimization to improve the aerodynamic performance. Conventional geometric parameterization methods usually introduce a large number of
design variables to guarantee the optimal design is included within the design space. However, such design spaces contain abnormal design candidates that cause convergence difficulties for the CFD solver and the optimization. Thus, it is desirable to exclude abnormal shapes and reduce the dimensionality of the design space. ML has been a powerful tool to accomplish this.

We introduce two effective approaches: modal parameterization methods to improve geometric efficiency (Sec. 4.1.1) and geometric filtering methods to shrink the design space (Sec. 4.1.2). Modal parameterization and geometric filtering shrink the design space by coupling design variables and adding geometric constraints, respectively. From the 2000s to the 2010s, modal parameterization has mainly been based on linear methods such as PCA, focusing on airfoil shapes. Then, nonlinear modal parameterization is developed by applying deep learning models such as GAN, emphasizing the generation of realistic aerodynamic shapes. The applications have been extended from two-dimensional airfoils to three-dimensional wings. Similarly, before the 2010s, geometric filtering was based on engineering knowledge with few complexities. With deep learning, geometric filtering models are now trained to detect complex abnormalities for detailed aerodynamic shape design optimization. The relevant publications are listed in Table 1. Both modal parameterization and geometric filtering are accomplished by either explicitly using knowledge from human designers or learning knowledge from historical designs. Thus, a concern on whether the shrunk design space could include innovative aerodynamic shapes beyond previous experience is reasonable.

4.1.1. Modal Parameterization

Modal parameterization uses derived modes to control the aerodynamic shape. The modes are derived from a series of samples as a global representation, which can be either linear or nonlinear. This is different from conventional parameterization methods such as CST, Hicks–Henne bump functions, and FFD, where the design variables act as local deformations of the aerodynamic shape. Modal parameterization has drawn increasing attention in aerodynamic shape design because of its effectiveness [306–309, 312, 316, 317, 327]. For example, Robinson and Keane [306] derived orthogonal airfoil modes from a family of supercritical airfoils and demonstrated that only a few modes were required to approximate the aerodynamic behavior of the original airfoils. Among different modal parameterization methods, PCA-based modal parameterization is a popular choice. As explained in Sec. 3.2.3, PCA modes can be solved using SVD, so this parameterization is also called SVD or POD modes in some references [307–309].

The University of Illinois at Urbana–Champaign (UIUC) Airfoil Coordinates Database \(^7\) contributes a lot to the development of modal parameterization. The database is open-accessible and contains approximately 1,600 airfoils (from low Reynolds number airfoils to transonic supercritical airfoils), covering a wide range of applications for unmanned aerial vehicles (UAVs), wind turbines, and jet transports. These airfoils contain valuable historical design knowledge for ML. Many thanks to the UIUC applied aerodynamics group led by Michael Selig and all contributors to the database.

PCA-based airfoil mode shapes have been widely used in airfoil shape design optimization [309, 312] and wing shape design optimization [311] (where airfoil modes control local wing sectional shapes). Most airfoil mode shapes were directly extracted from airfoil coordinates (full-airfoil modes), and each mode contains both camber and thickness information [309]. Li et al. [312] proposed to extract modes of airfoil camber and thickness lines (camber-thickness modes). Camber-thickness modes and full-airfoil modes have similar geometry representation efficiency. However, camber-thickness modes are more intuitive and practical for airfoil shape optimization. Masters et al. [310] showed the outstanding efficiency of PCA-based airfoil modes by comparing seven different airfoil parameterization schemes (CST, Hicks–Henne bumps, B-splines, radial basis function domain elements, Bézier surfaces, and the parameterized sections method) in geometric shape recovery of over 2000 airfoils.

Berguin and Mavris [328, 329] applied PCA to aerodynamic derivatives solved by the adjoint method to find low-dimensional modes that have significant influences on the aerodynamic coefficients.

\(^7\)https://m-selig.ae.illinois.edu/ads/coord_database.html
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Table 1: Research efforts on the compact geometric design space for aerodynamic shape optimization

<table>
<thead>
<tr>
<th>Description</th>
<th>Application</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modal parameterization via extracting orthogonal modes from supercritical airfoils</td>
<td>Airfoil</td>
<td>Robinson and Keane [306]</td>
</tr>
<tr>
<td>Modal parameterization using PCA and pre-optimized airfoils</td>
<td>Airfoil</td>
<td>Toal et al. [307]</td>
</tr>
<tr>
<td>Modal parameterization using PCA and UIUC airfoils</td>
<td>Airfoil</td>
<td>Poole et al. [308]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Masters et al. [310]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Allen et al. [311]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li et al. [312]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poole et al. [309]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li et al. [313]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wang et al. [314]</td>
</tr>
<tr>
<td>Modal parameterization using GAN and UIUC airfoils</td>
<td>Airfoil</td>
<td>Du et al. [315]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li and Zhang [316]</td>
</tr>
<tr>
<td>Modal parameterization using PCA and pre-optimized samples</td>
<td>Rotor blade</td>
<td>Duan et al. [315]</td>
</tr>
<tr>
<td>Modal parameterization using PCA and deep-learning-based optimal samples</td>
<td>Airfoil and wing</td>
<td>Li et al. [317]</td>
</tr>
<tr>
<td>Modal parameterization using GAN and probabilistic-grammar wing samples</td>
<td>Wing</td>
<td>Chen and Ramamurthy [318]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lukaczyk et al. [319]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Namura et al. [320]</td>
</tr>
<tr>
<td>Modal parameterization using ASM and random samples</td>
<td>Airfoil and wing</td>
<td>Grey and Constantine [321]</td>
</tr>
<tr>
<td>Geometric filtering by using a low-fidelity model</td>
<td>Wing planform</td>
<td>Giunta et al. [323]</td>
</tr>
<tr>
<td>Geometric filtering by involving engineering judgment of human designers</td>
<td>Nacelle</td>
<td>Sóbester and Keane [324]</td>
</tr>
<tr>
<td>Geometric filtering by engineering knowledge</td>
<td>2D intake duct</td>
<td>Li et al. [325]</td>
</tr>
<tr>
<td>Geometric filtering by adding deep-learning-based validity constraints</td>
<td>Airfoil and wing</td>
<td>Li et al. [326]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li and Zhang [111]</td>
</tr>
</tbody>
</table>
of interest. This approach is equivalent to the active subspace method (ASM) [330]. Unlike PCA modes, ASM modes are characterized by maximal output variation, which finds the most influential directions in the design space with respect to the objective functions such as lift and drag. This provides an approach to dimensionality reduction.

ASM has been applied in the aerodynamic shape optimization of aircraft wings [319, 321, 322] and the aerodynamic shape analysis for a vehicle design [331]. Łukaczyk et al. [319] evaluated the ASM modes of the ONERA M6 wing for lift and drag. They showed that the lift and drag were mainly dependent on one and two ASM modes, respectively. Li et al. [322] coupled ASM modes with a surrogate-based optimization framework and showed that a more practical wing design with a lower drag can be obtained with a reduced computational cost compared to surrogate-based optimization with FFD control points. To avoid solving aerodynamic derivatives, Namura et al. [320] proposed a kriging-based method to estimate the ASM modes, which is especially useful in black-box problems. Nevertheless, its application in the transonic flow regime with hundreds of design variables may be problematic because the aerodynamic functions are much more nonlinear, making it difficult to accurately estimate the gradient using surrogate models. Tripathy et al. [332] proposed a gradient-free way to find the active subspace basis by coupling the dimensionality reduction procedure with the Gaussian process (kriging), where the active subspace is found in a Stiefel manifold using a two-step maximum likelihood optimization procedure. Similarly, Rajaram et al. [333] constrained the basis to be on the Grassmann manifold, which finds the active subspace rather than the specific bases.

<table>
<thead>
<tr>
<th>PCA modes</th>
<th>ASM modes</th>
<th>InfoGAN modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>#1</td>
<td>#1</td>
</tr>
<tr>
<td>#2</td>
<td>#2</td>
<td>#2</td>
</tr>
<tr>
<td>#3</td>
<td>#3</td>
<td>#3</td>
</tr>
<tr>
<td>#4</td>
<td>#4</td>
<td>#4</td>
</tr>
<tr>
<td>#5</td>
<td>#5</td>
<td>#5</td>
</tr>
<tr>
<td>#6</td>
<td>#6</td>
<td>#6</td>
</tr>
<tr>
<td>#7</td>
<td>#7</td>
<td>#7</td>
</tr>
<tr>
<td>#8</td>
<td>#8</td>
<td>#8</td>
</tr>
<tr>
<td>#9</td>
<td>#9</td>
<td>#9</td>
</tr>
<tr>
<td>#10</td>
<td>#10</td>
<td>#10</td>
</tr>
<tr>
<td>#11</td>
<td>#11</td>
<td>#11</td>
</tr>
<tr>
<td>#12</td>
<td>#12</td>
<td>#12</td>
</tr>
<tr>
<td>#13</td>
<td>#13</td>
<td>#13</td>
</tr>
<tr>
<td>#14</td>
<td>#14</td>
<td>#14</td>
</tr>
<tr>
<td>#15</td>
<td>#15</td>
<td>#15</td>
</tr>
</tbody>
</table>

Figure 42: Airfoil shape deformation by different types of modes. The dash lines are the baseline airfoil. The green and blue lines are deformed airfoil shapes by the mode with coefficients of one and two units, respectively.

In addition to the linear modes, nonlinear modes have also been introduced. The latent-variables-governed generator of InfoGAN (Sec. 3.5.6) provides a realistic approach to nonlinear modal parameterization. GAN [292] is an efficient way to produce realistic high-dimensional data by learning the distributions of low-dimensional latent variables. Li et al. [326] showed that using CNN and a normalization process in GAN can generate smooth airfoil shapes without pre-parameterization and that by using the Wasserstein distance in GAN (WGAN) (see Sec. 3.5.6), the underlying distribution of the training airfoils can be captured accurately, and the possibility of mode collapse is reduced [111]. InfoGAN [293] extends GAN to represent data patterns (such as airfoil thickness) via latent variables by maximizing the mutual information between latent variables and the generator distribution. Chen et al. [297] introduced InfoGAN parameterization into airfoil design and showed the shape control advantage of Bézier curve-based GAN model over GAN and original InfoGAN models in terms of smoothness. Du et al. [313] generalized the work of Chen et al. [297] by incorporating a B-spline-curve layer into the GAN model for better shape control. They completed rigorous parametric studies to guarantee the fitting accuracy of the existing UIUC airfoil database to include potential optimal design shapes.

Other methods, such as VAE (Sec. 3.5.5), GTM (Sec. 3.5.7), and nonlinear manifolds (Sec. 3.2.4), can also extract low-dimensional latent spaces for nonlinear modal parameterization. Wang et al. [314] used VAE and VAEGAN to extract airfoil modes and compared their performance with PCA
modes. Viswanath et al. [334] introduced GTM in surrogate-based optimization of airfoil and wing shapes [335], and Doronina et al. [336] used the Grassmannian manifold to parameterize the sectional shape of wind turbine blades. In the industry, a Rolls-Royce funded study [337] showed that using an autoencoder could reduce the geometric parameters of a turbomachinery blade from 100 to 15. Among these methods, the GAN series is recommended because it can generate realistic shapes benefiting from the discriminator network (Sec. 3.5.6). Nonlinear modes potentially produce a more efficient parameterization than linear modes, requiring fewer design variables for ASO. Future work is recommended to demonstrate this potential in benchmark ASO problems [1, 338].

We show three types of modes (PCA, ASM, InfoGAN) obtained from the UIUC airfoil database in Fig. 42. The PCA modes are derived using the airfoil coordinates, as explained by Li et al. [312]. The ASM modes are evaluated for the lift coefficient at $M = 0.75$ based on the FFD parametrization described by Li et al. [322]. The InfoGAN modes are defined as the latent variables of the B-spline-based InfoGAN model, as explained by Du et al. [313]. PCA and ASM modes are linear, so the shape deformation shows a linear superposition effect when the mode coefficient is doubled. InfoGAN modes are nonlinear since nonlinear activation functions are used in the network. Changing the latent variables of InfoGAN exerts a global deformation effect of the geometric characteristics, such as thickness and camber, while the noisy variables complement the parameterization by adding minor thickness changes [313].

In evolutionary optimization or surrogate-based optimization, dimensionality reduction approaches such as PCA can be directly used to improve efficiency. For example, Asouti et al. [227] used PCA to guide the evolutionary optimization in the preliminary design of a supersonic business jet, aeroelastic design of a wind turbine blade, and aerodynamic design of airfoils. Tao et al. [339] constructed and integrated a PCA-DBN-based surrogate model into an improved particle swarm optimization framework to realize robust aerodynamic design optimizations. Kapsoulis et al. [340] applied KPCA in the evolutionary optimization of an isolated airfoil and the DrivAer car and demonstrated higher efficiency than using the original PCA algorithm.

A database of realistic aerodynamic shapes is desired for modal parameterization, no matter which model parameterization method is used. Mode derivation without a realistic database may show non-smooth mode shapes. Also, these modes may lead to design space that is not restrictive enough and contains regions corresponding to abnormal airfoil shapes. Nevertheless, unlike the situation in airfoils with the UIUC database, publicly available information on the geometry of three-dimensional components like wings is nearly absent. Thus, most modal parameterization studies are limited to two-dimensional airfoil shape design.

![Figure 43: PCA mode shapes of the Common Research Model (CRM) wing extracted from wing samples generated by the deep-learning-based optimal sampling method [316, 341].](image-url)
One can perform a pre-optimization to collect suitable three-dimensional shapes with the desirable performance as did by Toal et al. [307] in airfoil design. For example, Duan et al. [315] used this strategy to extract eight PCA modes of the NASA Rotor 37 blade from 1,734 samples searched in the pre-optimization, and then another 0.25% gain on the adiabatic efficiency was obtained by performing optimization in the 8-D modal design space. Despite its feasibility, it is time-consuming to use pre-optimization to build the shape database. Also, the database may not include enough shape diversity to derive effective modal parameterization for the optimal shape because the good designs obtained in pre-optimization may be far from the optimum.

To obtain effective modal parameterization of three-dimensional shapes, Chen and Ramamurthy [318] presented a probabilistic grammar approach to creating a database for GAN to learn from. The probabilistic grammar introduces a set of rules to ensure valid wings are sampled. For example, the variation of the chord from root to tip has to follow a monotonic variation. The smoothness of generated shapes is guaranteed by incorporating an FFD layer into the model. Results showed that the FFD-GAN leads to faster convergence in wing shape optimization problems than direct FFD and B-spline parameterization. Nevertheless, due to the arbitrariness in generating the wing data set, the geometric design space governed by these FFD-GAN modes can still be too large for specific aerodynamic design problems, which is usually the case in industrial applications.

To address the issue, Li and Zhang [316] proposed a deep-learning-based optimal sampling method to generate realistic samples of three-dimensional wing-like shapes considering specified geometric constraints. The method combines an optimization process with deep-learning-based geometric validity models [111, 326] to find realistic wing shapes that satisfy the specified geometric constraints. First, an airfoil GAN model is used to generate sectional shapes for the wings as the starting points of the optimization. Then, the optimization is performed by minimizing the displacement to maintain the sparsity of wing samples. Geometric validity constraints based on a CNN-based discriminative model [111, 326] are enforced to ensure realistic sample shapes. The details of the geometric validity constraint are explained in Sec. 4.1.2. These wing samples fill a specific small region of the high-dimensional geometric design space where the aerodynamic shapes are geometrically feasible to the optimization problem. Mode shapes derived from these samples produce an efficient wing shape parameterization [316, 341] that reduces dimensionality without excluding the potential optimum. The global mode shapes of the CRM wing extracted using this method are shown in Fig. 43. These modes lead to a compact design space, and therefore a wing shape design problem can be efficiently solved without relying on the adjoint solver or gradient-based optimization [316]. This feature is effective in solving low-Reynolds-number aerodynamic shape optimization [317] where laminar-to-turbulent transition dominates the aerodynamic performance and leads to discontinuous aerodynamic functions.

4.1.2. Geometric Filtering

Geometric design space with constant design variable bounds may involve regions with abnormal aerodynamic shapes because design variables could have unquantifiable inner relationships [312, 324]. These regions correspond to abnormal aerodynamic shapes that do not contribute to the design but may seriously affect optimization efficiency. For a low-dimensional interpretable space (for example the flight conditions), the physical region could be defined by flight mechanics specialists [342], but it is intractable to manually determine the desired regions for high-dimensional geometric design space. Design space filtering has been proposed in ASO as an efficient way to exclude the abnormal regions, and similar attempts have been applied to other design problems [343, 344]. This approach does not reduce the number of design variables; instead, it shrinks the design space by defining a constraint function to evaluate the abnormality of samples.

Geometric filtering constraints differ from geometric constraints on distance [345], thickness, volume, or curvature [116, 346]. Geometric filtering constraints are not governed by known equations, and therefore data-based models are usually used to formulate them. For example, Giunta et al. [323] reduced the computational cost in an HSCT aircraft wing design optimization by first performing a design space exploration using a low-fidelity model and then excluding “nonsense” regions to have a much-reduced domain for high-fidelity optimization. Li et al. [325] constructed an engineering-
knowledge-based filtering model to improve the optimization efficiency in a two-dimensional intake duct design. The filtering model was trained using support vector regression based on penalties on the intake position, the intake duct curvature, interference area, and standard deviation of the total pressure distribution. Sóbester and Keane [324] used an RBF network as a means of capturing the geometric and engineering judgment of human designers to remove abnormal CAD models (such as those with excessive snaking and sharp transitions in the spline forward of the fan face) in nacelle design. To exclude abnormal shapes in modal parameterization of airfoils, Li et al. [312] used the inverse distance weighting method to interpolate functions of higher-order airfoil modes with respect to the dominant modes, which capture the distribution feature of higher-order modes in existing airfoils. Geometric filtering constraints were defined by adding and subtracting a margin to the interpolated functions. With these constraints, abnormal regions were excluded from the design space, and Li et al. [312], Bouhlel et al. [347] consequently trained accurate data-based airfoil analysis models.

Figure 44: Geometric validity scores of different airfoil shapes evaluated by the CNN discriminative model. A smooth monotonic decaying of the scores from realistic shapes to abnormal shapes implies that the validity constraint is suitable for gradient-based optimization.

Using deep-learning models, Li et al. [326] developed a generic validity model to detect the geometric abnormality of airfoils and wing sections. The model was trained by a large number (over 10,000) of labeled realistic airfoils and abnormal airfoils. GAN was used to generate realistic synthetic airfoils after learning the underlying distribution of existing airfoils. Abnormal training airfoils were generated by using Latin hypercube sampling (LHS) to randomly perturb the FFD control points of realistic airfoils. The realistic and abnormal airfoils were labeled as +1 and −1. Then, a discriminative CNN was trained to quickly evaluate the geometric validity of arbitrary airfoils or wing sectional shapes. The validity scores exhibit a monotonic and smooth decay from a realistic shape to an abnormal shape, which indicates that it is suitable for gradient-based optimization. Using the validity model in geometric filtering shrinks the design space in airfoil and wing shape optimization [316, 326]. This contributes to the efficiency of surrogate-based optimization as it improves the accuracy of surrogate models by preventing infilling abnormal shapes in training data. It also helps to develop accurate and generic data-based aerodynamic models for interactive design optimization (Sec. 4.3.2). Li and Zhang [111] performed 216 airfoil design optimization and several wing design optimization of a conventional wing-body-tail configuration and a blended-wing-body configuration. They found that using the geometric filtering with a lower bound of ∼ 0.7 does not exclude innovative aerodynamic shapes that maximize cruise efficiency in the investigated transonic regime. The results support the usefulness of applying generic deep-learning-based geometric filtering in aerodynamic shape optimization.

Current research on geometric filtering is mostly based on empirical rules or past designs, which is fundamentally limited. Future work on forming generic geometric filtering with no prior knowledge (for example, using adaptive high-fidelity simulation samples) is of great interest.

4.2. Aerodynamic Evaluation

The evaluation of aerodynamic objective and constraint functions (and their derivatives with respect to the design variables) takes most of the computational cost in CFD-based aerodynamic shape design optimization. Thus, there is always a demand to reduce the cost of aerodynamic evaluations. ML could provide an effective way to accomplish this.
4.2.1. Aerodynamic Coefficient Modeling

Although CFD analysis provides rich information, such as all flow variables in the computational domain, ASO is typically based on a few aerodynamic performance metrics, such as lift and drag coefficients. Thus, modeling the aerodynamic coefficients is of great interest in aerodynamic design. Such modeling is usually accomplished by fitting a simple prediction function between the shape design variables and the aerodynamic coefficients using training data generated by high-fidelity aerodynamic analyses. This prediction model is called the surrogate model or metamodel. Thus, modeling the aerodynamic coefficients is of great interest in aerodynamic design.

The construction of an accurate aerodynamic prediction model is accomplished by shrinking the design space and adding more training data to reduce the possibility of extrapolatory predictions inside the design space. Future research emphasizing the extrapolation ability is of great value for high-dimensional ASO problems.

Because of the large number of flow field variables, flow field modeling usually starts with a dimensionality reduction. Early research (in the 2000s) was based on linear methods such as PCA. Later studies (in the 2010s) used nonlinear manifolds and reported better prediction accuracy. Recently, deep learning has contributed to new nonlinear dimensionality reduction models such as CNN. The training of deep-learning-based dimensionality reduction models can be coupled with the training of the prediction network, which is an additional advantage compared with previous methods. Besides, physics-informed approaches such as PINNs enable the prediction models to obey the underlying physics and improve prediction accuracy. PINNs have extrapolation ability, which could address the curse of dimensionality in ASO problems. Clear demonstrations of extrapolation in benchmark ASO cases are recommended in future work.

Numerical simulation acceleration has not drawn as much attention as flow prediction in the interdisciplinary community of fluid dynamics and ML. However, it is of great value in solving high-fidelity ASO problems. It has been shown that using advanced flow prediction methods such as CNN could accelerate the simulation. Other contributions such as data-driven spatial discretizations and closures, despite not directly accelerating the original simulation problem, help achieve a higher fidelity with the same computational cost. These efforts can be directly used in high-fidelity CFD-based optimization.

Imposing off-design aerodynamic constraints is critical in ASO, the evaluation of which is time-consuming due to the high computational cost of unsteady flow simulations. Direct modeling of the constraints with respect to geometric parameters suffers from the curse of dimensionality as in modeling aerodynamic coefficients at the cruise condition, and herein it is more computationally costly. This calls for advanced ML solutions. A promising approach is constructing physics-based models as an alternative to the constraints. Early efforts were on constructing empirical formulas using simple ML models such as linear regression. A typical application is Korn’s equation to estimate the drag divergence Mach number of airfoils. Recently, data-driven models with higher complexities have been used to handle high-dimensional physical information and achieved higher accuracy by using large volumes of training data. Awareness of physics in these models brings in good generalization. More research is recommended in this field to better balance the training cost and prediction accuracy.
Table 2: Approximate models of aerodynamic coefficients used in ASO.

<table>
<thead>
<tr>
<th>Model</th>
<th>Aerodynamic shape</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial response surface</td>
<td>Wing planform</td>
<td>Giunta et al. [323]</td>
</tr>
<tr>
<td></td>
<td>2D diffuser</td>
<td>Madsen et al. [348]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Ahn et al. [349]</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>Sun et al. [350]</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>Airfoil</td>
<td>Andrés-Pérez et al. [156]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Andrés-Pérez et al. [351]</td>
</tr>
<tr>
<td>Kriging</td>
<td>Nacelle</td>
<td>Song and Keane [10]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Han et al. [352]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Han et al. [353]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Han et al. [354]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Han et al. [355]</td>
</tr>
<tr>
<td></td>
<td>Wind-turbine blade</td>
<td>Xu et al. [356]</td>
</tr>
<tr>
<td></td>
<td>Propeller</td>
<td>Mourousias et al. [357]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Liem et al. [221]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Li et al. [312]</td>
</tr>
<tr>
<td></td>
<td>Aircraft</td>
<td>Zhang et al. [342]</td>
</tr>
<tr>
<td>ME</td>
<td>Airfoil</td>
<td>Du and Leifsson [186]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Palar and Shimoyama [358]</td>
</tr>
<tr>
<td></td>
<td>Blended-Wing-Body</td>
<td>Zuhal et al. [359]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Lin et al. [360]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Nagawkar and Leifsson [361]</td>
</tr>
<tr>
<td>PCE</td>
<td>Aircraft</td>
<td>Secco and de Mattos [362]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Bouhlel et al. [347]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Du et al. [363]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Li and Zhang [341]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Barnhart et al. [364]</td>
</tr>
<tr>
<td></td>
<td>UAV</td>
<td>Karali et al. [365]</td>
</tr>
<tr>
<td></td>
<td>Nacelle</td>
<td>Yao et al. [366]</td>
</tr>
<tr>
<td></td>
<td>Train</td>
<td>Zhang et al. [367]</td>
</tr>
<tr>
<td>ANN</td>
<td>Airfoil</td>
<td>Zhang et al. [279]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Yu et al. [368]</td>
</tr>
</tbody>
</table>
in the 1990s. Then, kriging [30] became popular in aerodynamic shape design due to its strong fitting ability [372], and the capability of providing the predictive confidence interval, which enabled the development of the efficient global optimization method (EGO) [174]. Variations of kriging, such as co-kriging and hierarchical kriging [169], were developed to take advantage of multi-fidelity simulations.

One issue in modeling high-dimensional problems using traditional surrogates is that training the model is time-consuming. To reduce the cost, Bouhlel et al. [170, 373] proposed to train the hyperparameters of kriging in several directions evaluated by the partial least squares method. They achieved significant computational gains in numerical problems with up to 100 dimensions. Nevertheless, the accuracy still decreases with increased dimensionality (the curse of dimensionality).

An alternative approach for addressing the time-consuming surrogate training process is using the sparse basis-based PCE surrogate (Sec. 3.1.4). The training of PCE is a linear regression process, which can be solved by OLS or LARS. We can also select lower-order PCE through hyperbolic truncation while maintaining sufficient predictive accuracy. Moreover, an early stop strategy based on LARS makes the training process even more efficient [181]. Du and Leifsson [186] completed robust airfoil design in the transonic regime using LARS-based PCE and utility theory and revealed an outstanding robust design performance compared with the commonly used weighted sum method. Palar and Shimoyama [358] developed the PC-Kriging-based EGO and demonstrated that the proposed PC-Kriging-based EGO converged faster than standard EGO in a real-world subsonic wing design problem and those cases exhibiting a polynomial-trend landscape. Zuhal et al. [359] extended the original PC-Kriging to gradient-enhanced PC-Kriging. They followed the same principle as GEK and stated that gradient-enhanced PC-Kriging improved performance and robustness compared with GEK and gradient-enhanced PCE for airfoil shape, blended-wing-body shape, and wing aerostructural design. Lin et al. [360] derived an analytical statistical moment estimation method for PC-Kriging and conducted a robust airfoil design, showing that the improved PC-Kriging was more efficient than Monte Carlo-based statistical estimation. This work further merges the advantages of the predictive confidence interval by kriging and analytical observation statistics by PCE, which makes PC-Kriging more competitive for uncertainty quantification applications. Nagawkar and Leifsson [361] showed an overall better aerodynamic coefficient prediction advantage of the PC-Cokriging algorithm developed by Du and Leifsson [188] over PCE, kriging, PC-Kring, and cokriging in airfoil robust design. The PC-Cokriging algorithm showed better performance on a borehole case [374] and a non-destructive testing case. However, the accuracy difference in aerodynamic coefficient prediction is narrowed down, especially when more high-fidelity data are available. The correlation between low-fidelity and high-fidelity simulation models can be a factor, and we should leave more discoveries for further investigations.

Another issue of traditional surrogates is that it is not suitable for handling a large volume of training data. Although the training data in aerodynamic design is typically from expensive experiments and hence is typically limited in their size, there is such a demand to deal with a large number of training data in the construction of a generic and accurate aerodynamic analysis model [312, 341] for interactive design (see Sec. 4.3.2).

An intuitive way to address this shortcoming is to use a mixture of experts (ME) [375, 376]. ME is based on a “divide-and-conquer” approach, in which the design space is divided into local domains, and each domain is handled by one expert. The construction of a ME consists of three steps: 1) Divide the design space into local domains (a process can be done using an unsupervised clustering algorithm). 2) Compute cluster posterior probability to evaluate the mixing proportions. 3) Train local experts and combine them using the mixing proportions. Liem et al. [221] derived a new ME approach based on “divide-and-conquer” principle using GMM (see Sec. 3.2.2) and showed that the proposed algorithm was advantageous in surrogate-based mission analysis of conventional and unconventional aircraft configurations. Zhang et al. [342] used ME to construct multi-fidelity surrogate modeling for handling qualities analysis. Li et al. [312] used k-means-based ME to handle more than 100,000 training data in the construction of a generic airfoil aerodynamic analysis model. One potential drawback of ME is that the model is likely not smooth at the boundaries of different experts. Hwang and Martins [377] developed new surrogate modeling techniques, regularized minimal-energy tensor-product splines (RMTS), and gradient-enhanced RMTS, which scale well with the number of training points (up to
the order of $10^5$) thanks to the use of tensor-product splines. A shortcoming of RMTS is that it cannot handle high-dimensional problems efficiently.

A promising approach to handling a large number of training data is using a neural network as the surrogate model, and it contributes much to realizing interactive design optimization (see details in Sec. 4.3.2). Secco and de Mattos [362] used an ANN to model the lift and drag coefficients of a wing-fuselage aircraft configuration with various wing planforms, airfoil shapes, and flight conditions. Using about 100,000 training data generated by a full-potential code with computation of viscous effects, the ANN exhibited average absolute errors of 0.004 and 0.0005 for lift and drag coefficient predictions, respectively. Bouhlel et al. [347] adopted ANN to model the lift, drag, and moment coefficients of arbitrary airfoils and found that the ANN model outperformed the mixture of kriging models [312]. Using the ANN model in the optimization yielded similar airfoil shapes to the designs obtained by high-fidelity CFD-based optimization. The differences were 0.01 and 0.12 drag counts in the subsonic and transonic regimes, respectively. Du et al. [313, 363] developed generic airfoil analysis models based on ANN for fast predictions on aerodynamic drag, lift, and pitching moment coefficients, and good optimal designs were achieved compared to CFD-based optimization (see Sec. 4.3.2). Du et al. [363] also used RNN models to predict the pressure coefficient distributions of baseline and optimal designs for richer design insights. Li and Zhang [341] constructed an ANN-based aerodynamic analysis model (trained using 135,108 wing samples with different aerodynamic shapes, flight speeds, and flight altitudes) for wing shape design to achieve the interactive design. In the verification on 47,967 unseen wing samples, the mean relative errors of drag, lift, and pitching moment compared with the high-fidelity CFD are all within 0.4%. Karali et al. [365] trained an ANN model to predict lift, drag, and pitching moment coefficients of small UAVs with respect to 22 input parameters (21 geometric parameters and the angle of attack). They used a training data set composed of 94,500 UAVs evaluated by a nonlinear lifting line method; most predictions matched the lifting line method well (the mean absolute error is 12.4 drag counts in the validation dataset).

Random forests can also manage a large number of training data and are less complex than ANN (see Sec. 3.1.3). For example, Kumar and Ghosh [378] used a random forest to estimate $C_L$, $C_D$, and $C_M$ in the quasi-stall regime of the DLR-ATTAS aircraft and showed better accuracy than an empirical formula with several tunable parameters. In their work, the random forest took a four-dimensional input composed of the angle of attack, the elevator deflection, the pitch rate, and the relative airspeed. Despite the success, it is a low-dimensional case, and the performance of random forests in high-dimensional ASO problems needs further studies. Even for low-dimensional cases, its advantage in prediction accuracy compared with ANN has not been demonstrated [165].

Because of a large number of tunable parameters, training ANN models can be sample-inefficient and get stuck in local minima owing to poor initial parameter selection. DBN (Sec. 3.3) addresses these issues with a semi-supervised learning feature. DBN is first trained in an unsupervised learning manner for prediction tasks using unlabeled data (pre-training) and further tuned in a supervised manner (fine-tuning). This manner enables DBNs to be trained using small volumes of training data. Tao and Sun [248] showed the capability of DBN in the approximation of aerodynamic coefficients with respect to geometric parameters in ASO of airfoils and wings. The numbers of geometric design variables in the two cases are 12 (airfoil) and 39 (wing), and the high-fidelity training data used are 1600 and 750 for airfoil optimization and wing optimization, respectively. Nevertheless, no comparison studies with ANN or conventional surrogate models such as kriging were performed to show the benefits of the semi-supervised learning feature in DBN. Further studies are of interest to demonstrate the potential advantage of DBN in aerodynamic coefficient modeling with small datasets.

Typically, a parameterization method is used to define the shape design variables, which are the inputs of aerodynamic surrogate models. It is possible to construct aerodynamic models with respect to the geometry coordinates by exploiting the ability of neural networks (especially CNN) to extract geometric features. Zhang et al. [279] used a CNN to predict the lift coefficients of airfoils with a variety of shapes in multiple free-stream Mach numbers, Reynolds numbers, and diverse angles of attack, where the airfoil shape coordinates were directly fed to CNN without using a shape parameterization. Yu et al. [368] developed an improved deep CNN approach by proposing the “feature-enhance-image”
airfoil image preprocessing strategy. The “feature-enhance-image” strategy consists of broadening the airfoil thickness by 10 times to make small changes on control variables more noticeable and augmenting one airfoil image into three with different brightness to enlarge the number of training and testing data samples. Data augmentation through image transformations, such as flipping, color modification, and rotation, reduces overfitting and attracts more and more attention in ML field. Nevertheless, further studies are required to demonstrate the advantages of this direct modeling way over the more popular “parameterization and modeling” approach.

Although ANN has been applied to aerodynamic shape design optimization by directly coupling with an optimizer, Bayesian optimization or EGO could be more efficient, so the capability of providing the predictive confidence interval is desired. The deep Gaussian process was developed to enable this function in ANN-based surrogate models. Rajaram et al. showed that the deep Gaussian process model was more accurate than the traditional Gaussian process model, albeit with a higher computational cost in the training procedure. In the aerodynamic prediction of airfoils with 42 shape design variables, the deep Gaussian process model was reported to reduce the root mean square error by 2% ~ 45% and 2% ~ 19% for $C_l$ and $C_d$, respectively. The training time of the deep Gaussian process model was approximately 400 seconds, which was a significant increase compared to that in training a Gaussian process model (0.1 ~ 1 second). In addition, a hybrid ANN-Gaussian-process model can also be used. However, most of the published work on deep Gaussian processes did not compare predictive performance directly with DNN models and the training process is slowed down compared with the traditional Gaussian process model. The concept of combining DNN’s predictive power and the Gaussian process’s predictive confidence is worth pursuing in future work.

In addition to modeling the forward functions between the aerodynamic shape and aerodynamic quantities, neural networks can also model the inverse relationships for inverse design. For example, Sun et al. used ANN to model the functions between the aerodynamic coefficients and aerodynamic shape parameters. They performed optimization to obtain airfoil and wing shapes satisfying the desired aerodynamic performance. O’Leary-Roseberry et al. proposed to solve ASO problems by training a neural network surrogate model of the optimal wing shape with respect to design requirements (flight conditions and design constraints). To alleviate the training cost (one training sample is one CFD-based wing design optimization), they proposed to project the high-dimensional output space to low-dimension bases and construct residual-based neural networks. The adaptively trained projection-based networks model (layer-by-layer training) achieved 95% relative accuracy using about 200 training samples and outperformed the end-to-end training version and full-space model.

It is appealing to generate designs of interest by specifying the desired performances, such as the cruise lift-to-drag ratio and the maximal lift coefficient. One potential issue of inverse design is that it may lead to ill-posed optimization problems since one performance may correspond to zero or multiple shapes. Recently, conditional generative models have drawn vast attention in inverse design as a data-driven realization of Bayesian inversion that addresses the ill-posed issue. We review the relevant papers in Sec. 4.3.4 with comments on the pros and cons.

4.2.2. Flow Field Modeling

Modeling the flow field is useful in many scenarios such as inverse design using pressure distribution, multidisciplinary design optimization, and optimization result interpretation. Flow field variables have a high dimension (proportional to the number of CFD mesh points). The first step in modeling the flow field is usually performing dimensionality reduction; several commonly-used techniques are listed in Table 3.

Proper orthogonal decomposition (POD) is a commonly used method (equivalent to PCA introduced in Sec. 3.2.3) that is effective in reducing the dimension of aerodynamic flow fields of airfoils, wings, complete aircraft configurations among others. After reducing the dimensionality of the flow field variables, the flow field can be modeled by constructing a surrogate model of the reduced-order flow variables (such as the POD coefficients) with respect to the design variables. This approach is called the non-intrusive reduced-order model. The surrogate model can be kriging, RBF, or ANN. Another approach, called the intru-
sive reduced-order model, uses projection-based reduced model [409, 410] to solve reduced-order flow variables; this approach usually requires more computational time and code implementation (such as using automatic differentiation to solve the partial derivatives [411]).

Table 3: Commonly-used dimensionality reduction techniques for flow field modeling

<table>
<thead>
<tr>
<th>Method</th>
<th>Aerodynamic shape</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>POD</td>
<td>Airfoil</td>
<td>LeGresley and Alonso [412]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Alonso et al. [395]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Bourguet et al. [396]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Wang et al. [405]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Renganathan et al. [408]</td>
</tr>
<tr>
<td></td>
<td>Wing</td>
<td>Thomas et al. [397]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Bryant et al. [398]</td>
</tr>
<tr>
<td></td>
<td>Aircraft</td>
<td>Lieu et al. [400]</td>
</tr>
<tr>
<td></td>
<td>Aircraft and helicopter rotor</td>
<td>Fossati [402]</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>Bertram et al. [413]</td>
</tr>
<tr>
<td></td>
<td>Aircraft</td>
<td>Amsallem and Farhat [401]</td>
</tr>
<tr>
<td></td>
<td>Airfoil and wing</td>
<td>Franz et al. [414]</td>
</tr>
<tr>
<td></td>
<td>Aircraft</td>
<td>Ripepi et al. [232]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Decker et al. [236]</td>
</tr>
<tr>
<td></td>
<td>Cylinder, 2-D car, and sphere</td>
<td>Guo et al. [415]</td>
</tr>
<tr>
<td></td>
<td>Cylinder</td>
<td>Jin et al. [416]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Bhatnagar et al. [278]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Sekar et al. [417]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Thuerey et al. [418]</td>
</tr>
<tr>
<td></td>
<td>Cylinder and airfoil</td>
<td>Eivazi et al. [419]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Duru et al. [420]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>An et al. [421]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Chen et al. [422]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Wu et al. [423]</td>
</tr>
<tr>
<td></td>
<td>Airfoil</td>
<td>Wang et al. [424]</td>
</tr>
</tbody>
</table>

The underlying assumption in POD-based reduced-order models (ROM) is that the flow solution lies in a low-dimensional linear subspace. This makes it challenging for these models to predict nonlinear flow phenomena such as shock waves. For flows with slowly decaying Kolmogorov $n$-width [425] such as advection-dominated problems, the linear subspace dimensionality should be significantly increased to reach acceptable accuracy [426]. Efforts such as using multiple linear subspaces [427] and shifting the POD basis [428] have been made to refine the linear basis. Wang et al. [429] proposed an adaptive sampling strategy to automatically infill more training points close to the strongly nonlinear region of the flow regime and demonstrated the effectiveness of flow field prediction for an airfoil in the transonic regime. Dupuis et al. [430] used GMM to divide the transonic regime into subdomains and trained multiple local POD-based ROMs. This strategy was shown to have an improvement in terms of prediction accuracy of the turbulent flow around the RAE2822 airfoil. These methods may require a substantial understanding of physics. The Lawrence Livermore National Laboratory has active research in ROM and developed an open-source library to facilitate POD-based ROMs, called libROM\(^8\). The library provides multiple SVD versions (to improve the data collection efficiency) and supports both global ROM and local ROMs. One unique feature of libROM is a physics-informed sampling strategy to control the prediction error with a limited number of snapshots [431].

\(^{8}\)https://www.librom.net/
Using nonlinear dimensionality reduction techniques in ROM can be advantageous. Early research in this field was based on nonlinear manifold learning such as Isomap and LLE (introduced in Sec. 3.2.4). Franz et al. [414] applied Isomap to improve shock prediction behavior in the transonic flow regime with the constant aerodynamic shape, and the Isomap-based model led to a rather sharp pressure gradient across the shock, which had better agreement with CFD than the POD-based model. Ripepi et al. [232] reported that the Isomap method was employed to predict surface pressure distributions of a transonic wing-body transport aircraft configuration in the DLR Digital-X project [432], and that the prediction was more accurate than POD-based methods. Decker et al. [236] also showed that using Isomap and LLE could lead to smaller prediction errors in regions near shock waves than POD-based models.

ANN, such as autoencoder [419, 433] and GAN [423], provides an efficient way to find the underlying nonlinear manifold of flow filed variables for nonlinear dimensionality reduction. Guo et al. [415] used a convolutional autoencoder to provide a fast prediction of non-uniform steady laminar flow for two-dimensional or three-dimensional shapes. Bhatnagar et al. [278] applied a convolutional autoencoder to predict the velocity and pressure field in unseen flow conditions and airfoil shapes. The model achieved a relative error of less than 10% over the entire flow field. Eivazi et al. [419] showed that a nonlinear autoencoder network is more effective than POD in extracting low-dimensional flow features for the accurate prediction of unsteady velocity fields around a cylinder and an oscillating airfoil. Thuerey et al. [418] used a conventional U-Net (a particular case of autoencoder) to predict the velocity and pressure fields of different airfoils with various Reynolds numbers. The mean relative pressure and velocity errors were less than 3% in tests on unseen airfoils. Tangsali et al. [434] investigated the generalizability of a convolutional autoencoder in predicting aerodynamic flow field across various flow regimes and airfoil geometric variation. They concluded that the autoencoder architecture allows the extraction of relevant geometric features from largely different geometries (geometric generalization), providing a better out-of-sample prediction accuracy than physics-based generalization (variation in flow regimes). The geometric generalization feature is beneficial for aerodynamic shape design optimization. Duru et al. [420] applied a conventional autoencoder to model the pressure field around airfoils at a relatively high subsonic Mach number ($M = 0.7$). Their model achieved 88% accuracy for unseen airfoil shapes and showed promise in capturing shock waves accurately.

One can formulate the nonlinear functions between shape parameters and high-dimensional flow fields using conditional generative models. For example, Chen et al. [422] used a conditional GAN to train a prediction model of the velocity field with respect to different shapes and various conditions ($\alpha \in [-22.5^\circ, 22.5^\circ]$ and $Re \in [5 \times 10^5, 5 \times 10^6]$). In the prediction of 75 unseen UIUC airfoils, the mean relative error of $x$- and $y$-components of velocities in regions of interest were 8.13% and 20.83%, which were smaller than those in CCN-based autoencoder [278] and U-net [418]. Wu et al. [423] applied a conditional GAN with a CNN generator to predict transonic flow fields of supercritical airfoils whose shapes are parameterized using 14 Hicks–Henne bump functions. The conditional generative model was trained by 500 airfoils sampled around the RAE2822 airfoil and then was shown to roughly predict the flow fields of unseen airfoils. Wang et al. [424] used GAN to predict the pressure coefficient distribution of different airfoil shapes at various $M$, $Re$, and $\alpha$.

The nonlinear manifold for dimensionality reduction can be obtained together with the training of the prediction model in ANN. This differs from the two-step modeling approach, which first performs dimensionality reduction and then models the reduced-order flow variables in conventional reduced-order models. The feature that fuses dimensionality reduction and prediction may help to improve the accuracy of ANN-based reduced-order models. Kashefi et al. [435] applied a PointNet architecture to learn the end-to-end mapping between arbitrary spatial positions and CFD quantities at these positions. The network is designed to handle irregular geometries and unstructured grids. The generalizability is demonstrated in the prediction of the velocity and pressure fields around multiple sectional shapes, including an airfoil. One potential issue of directly predicting the flow field using ANN is that the smoothness of contour lines is not guaranteed. An et al. [421] introduced the structural similarity and multiscale structural similarity into aerodynamic flow-field prediction. They investigated the effects of various weight pairs of multiscale structural similarity on the predictive accuracy and
perceived visual quality. The proposed method outperformed the root mean squared error-based loss function by more than 40% in terms of visual quality (such as smoothness) with a cost of less than 6% on root mean squared error.

Besides, the physics-informed loss function [60] enables ANN to obey the known physical governing equations such as RANS, which has been shown to improve the model accuracy and generalization [61]. Cai et al. [436] showed the ability of PINN to infer the full continuous three-dimensional velocity and pressure fields from experimental flow snapshots over an espresso cup. Kissas et al. [437] applied PINNs to de-noise and reconstruct clinical magnetic resonance imaging data of blood velocity. Tay et al. [438] investigated both a conventional ANN and a PINN in the prediction of flow past a converging-diverging nozzle and concluded that the PINN reduced the prediction error. Many applications in the literature have shown that PINNs provide accurate and physically consistent predictions by using prior knowledge or constraints, even when extrapolating [61–63, 439]. Nevertheless, there is still a lack of research demonstrating the advantage of PINNs over conventional approaches such as POD with kriging in benchmark aerodynamic shape optimization cases. Embedding physical laws enables PINNs to have the potential of extrapolatory predictions. This feature is of great value to ASO and may lead to an evolution of surrogate modeling architectures used in aerodynamic design. More research in PINN-based models focusing on aerodynamic predictions considering the change of aerodynamic shapes is recommended to provide a clear demonstration of the potential.

Similar to the curse of dimensionality in modeling aerodynamic coefficients, it is challenging to model flow fields of various aerodynamic shapes in high-dimensional geometric design space. Xiao et al. [440] concluded that the computational cost of non-intrusive methods increases exponentially with the number of design variables. Thus, most applications are restricted to the change of flow condition parameters or geometric parameters of two-dimensional shapes such as airfoils [417–420] and car profiles [415]. To effectively model the flow field of three-dimensional aerodynamic shapes, it would be helpful to shrink the geometric design space by using modal parameterization and geometric filtering introduced in 4.1.

The truncated prediction models using a low-dimensional basis may not preserve global integral quantities, which would introduce additional errors when evaluating aerodynamic functions. Thus, it should be careful to use flow field models in ASO, even though they can model the objective aerodynamic function. For example, in the shape design of an intake port to maximize the mass flow and the tumble (characterizing the mixture capacity of the air-fuel), Xiao et al. [441] found that modeling the velocity field using POD and kriging was worse than directly modeling the integral quantities (mass flow and tumble). This is a reason why most ASO research focuses on directly predicting aerodynamic coefficients rather than the flow field. However, PINNs may help because of the inclusion of physics and the ability to extrapolate. This motivates deeper research in this area.

In addition to building surrogate models of the flow field with respect to design variables, constructing models of the adjoint variables with respect to state variables is of interest in aerodynamic shape design optimization, because with this kind of model, we can directly evaluate the aerodynamic derivatives after CFD simulations without the need to solve the adjoint equation. Xu et al. [442] presented a proof-of-concept of this idea by training an ANN-based surrogate model between the flow variables and the adjoint vector, and the model was verified in the drag minimization starting from the NACA 0012 airfoil. Further research is recommended to show if this approach is generalizable to a broader range of ASO problems.

4.2.3. Numerical Simulation Acceleration

In high-fidelity aerodynamic shape optimization, surrogate models (even those considered to have high accuracy) may not meet the required fidelity, so high-fidelity CFD simulations are still in demand. ML techniques are also useful to accelerate high-fidelity CFD simulations.

A straightforward approach is performing CFD refinement starting with a guess given by the surrogate model of flow fields [443, 444]. For example, Obiols-Sales et al. [445] used a CNN to predict the primary fluid properties, including velocity, pressure, and eddy viscosity. They accelerated the simulations by up to a factor of 1.9 to 7.4 in both steady laminar and turbulent flows on various
geometries. Instead of the initial guess, Andersson [446] adopted DMD in intermediate iterations to correct the solution closer to a steady-state condition and thus accelerated the convergence of steady flow simulations. Liu et al. [447] proposed a mode multigrid method using DMD to truncate all the high-frequency parts in steady flow simulations and achieved speedup ratios of 3 to 6 while ensuring the computational accuracy, and Chen et al. [448] used a similar strategy to accelerate the convergence of the steady adjoint equations. Liu et al. [449] improved the efficiency of the implicit dual time scheme for unsteady flow simulations by providing proper initial solutions using DMD at each physical time step.

The computational cost of fluid simulations increases rapidly with grid resolution, and efforts have been made to reduce the grid size without losing simulation resolutions. Bar-Sinai et al. [450] proposed a data-driven discretization method to systematically derive discretizations based on spatial derivatives for continuous physical systems. This allowed accurate time integration of nonlinear equations in one spatial dimension at resolutions 4 to 8 × coarser than standard finite-difference methods. Zhuang et al. [451] applied the data-driven discretization in a two-dimensional turbulent flow and showed that using a grid with 4 × coarser resolution can still maintain the simulation accuracy. Kochkov et al. [452] further showed that the data-driven discretization can result in 40 to 80 × computational speedups for both direct numerical simulation and large-eddy simulation of two-dimensional turbulent flows.

Turbulence modeling using ML techniques has attracted much interest [453], where ML is generally used to fit data-driven closures to classical turbulence models using high-fidelity simulation data. These data-driven closures potentially make the simulation achieve higher fidelity than traditional turbulence models. Although they are not designed to accelerate simulations, the feature may reduce the computational expense of solving ASO problems that require higher fidelity simulations. Tracey et al. [454] demonstrated the ability of ML in turbulence modeling by training ANN to reproduce the behavior of the Spalart–Allmaras turbulence model in simulations of flat plate boundary layers and 3-D transonic wings. Ling et al. [455] used ANN to learn the Reynolds stress tensor from high fidelity simulation data (DNS and well-resolved LES) and presented a novel network architecture to embed Galilean invariance into the predicted anisotropy tensor, which was shown to have higher accuracy than a conventional network. The tensor model improved the accuracy of RANS in simulations of duct flow corner vortices and the flow separation in a wavy wall. Wang et al. [456] showed that ML using DNS data can predict the Reynolds stresses in the flow over periodic hills and then improve the accuracy of RANS. Duraisamy et al. [457] provide a review of data-driven turbulence modeling. The applications of these methods are rare in ASO. Zhang et al. [457] performed two-fidelity RANS-LES aerodynamic shape optimization of the periodic-hill geometry (one shape design variable) using a data-driven turbulence closure model. Further research is expected to improve the simulation fidelity in the design optimization of industrial shapes such as aircraft and wind turbines.

Some parameters in CFD solvers such as the relaxation parameter are adjustable, and it has been shown that tuning them using ML yields faster convergence while retaining stability [458]. Discacciati et al. [459] designed an ANN to estimate artificial viscosity in discontinuous Galerkin schemes and integrated it into a Runge–Kutta solver. Their ANN-based artificial viscosity model guaranteed optimal convergence rates for smooth problems and accurately detected discontinuities, independently of the selected problem and parameters.

### 4.2.4 Practical Constraint Formulation

Practical constraints, such as the maximum lift coefficient $C_{\text{L}}^{\text{max}}$ and buffet onset, restrict the aircraft flight envelope and thus are essential in aerodynamic shape optimization. Objective functions are usually computed at steady cruise flight conditions. However, the constraints might involve unsteady simulations and therefore be much more time-consuming.

Suppose we want to constraint $C_{\text{L}}^{\text{max}}$ to match or exceed a target value. The $C_{\text{L}}^{\text{max}}$ is achieved at a high angle of attack before the aerodynamic stall when the flow becomes unsteady due to massive flow separation. To deal with this constraint, Buckley et al. [99] treated the angle of attack as an independent design variable and ensured the optimized airfoil had sufficient lift by adding a constraint on the difference from the target $C_{\text{L}}^{\text{max}}$. The optimized airfoil achieved the desired $C_{\text{L}}^{\text{max}}$, and the shape
Figure 45: Smoothed separation sensor surface distribution for two experimental buffet-onset conditions [460]. The separation sensor adequately predicts buffet onset at both high subsonic and transonic flow conditions, implying a suitable generalization of the proposed method.

looked more practical than those optimized merely under cruise conditions. However, they evaluated $C_{L}^{\text{max}}$ using a steady RANS solver, which is likely not accurate at $C_{L}^{\text{max}}$ conditions.

Other researchers have sought to approximate unsteady aerodynamics using surrogate models or data-driven models [461]. Such surrogate models are useful in the flight simulation and control law design of a fixed aircraft shape [462, 463]. Surrogate models of unsteady aerodynamics can also be useful for aerodynamic shape design but are limited to problems with few design variables. Wang et al. [464] used detached eddy simulation (a hybrid method coupling RANS and LES) to train surrogate models in the inverse design of the leading edge location (three geometric parameters) of a three-element airfoil. Raul and Leifsson [465] used surrogate models trained by URANS in airfoil shape optimization with six geometric parameters to delay the dynamic stall. However, it would be too costly to use surrogate models for high-dimensional ASO problems because of the curse of dimensionality. Thus, off-design aerodynamic constraints call for more advanced modeling methods than those used in predicting cruise aerodynamic coefficients.

A promising approach to addressing this issue is to construct alternative constraint formulations, which can be formed by theoretical or experimental studies (such as the criteria on the pressure distribution [466, 467]) or a data-driven approach. For example, the pressure gradient at the aft of the upper airfoil surface can be used as a constraint to restrict the trailing edge flow separation [466, 467]. Li et al. [468] proposed a modified version of Korn’s equation to improve the prediction accuracy of the drag divergence Mach number in supercritical airfoil design. Li et al. [469] presented a data-driven approach to improving the low-speed $C_{L}^{\text{max}}$ in transonic wing shape design by adding an implicit constraint on the first and third thickness modes. Transonic buffet is an undesirable phenomenon caused by shock-induced flow separations, and as shown in Fig. 45, Kenway and Martins [460] developed a buffet onset constraint formulation based on a separation sensor function with an upper bound of 4% determined by experiment-based comparison. Although the bound of 4% was defined using a limited number of observations, the formulated constraint is effective and has been used in aircraft aerodynamic and aerostructural design optimization [65, 470–472]. In addition to being implemented
in ADflow [87], the Kenway–Martins buffet-onset sensor has been implemented in the open-source CFD solver SU2 [473]. Garg et al. [474] developed a similar approach to constrain cavitation in hydrofoil design optimization.

These alternative formulations efficiently model potentially costly constraints using knowledge about the flow mechanisms. With a good understanding of physics, the data-based model does not necessarily need a large volume of data. This approach could be used to formulate many other practical design optimization constraints to replace the original constraints at a manageable computational cost, albeit with potentially lower accuracy.

More complex data-driven models are recommended to achieve higher accuracy. For example, Li et al. [475] proposed a physics-based data-driven buffet analysis model generalizable for airfoil and wing shapes. The analysis model was constructed using a mixture of CNNs and took the pressure and friction distributions as inputs to discover the key physics (shock waves and flow separation) of transonic buffeting. The model was trained with more than one hundred thousand data points and had a mean absolute error of 0.05° in buffet factor prediction as measured by 14,886 unseen testing data. This was shown to be more reliable than the Kenway–Martins sensor. The training cost of this approach is relatively high, as more than 10⁶ CFD simulations were used. Future work on physics-based data-driven modeling of other off-design constraints is recommended. Research on ensuring high prediction accuracy and sample efficiency will be of great interest.

4.3. Optimization Architecture

The optimization architecture determines the workflow of ASO. For example, it determines which optimization algorithm to use and how to utilize high-fidelity aerodynamic analyses. We have introduced a conventional CFD-based optimization architecture and its limitations in Sec. 2. ML enables new optimization architectures that can address some of the limitations in conventional ASO. We review these developments in this section.

Surrogate-based aerodynamic shape design optimization such as EGO (proposed in 1998), based on iterative infilling refinement guided by the predictive confidence interval, has become increasingly efficient with ML. The contributions are summarized in three parts: 1) more accurate surrogate modeling such as ME and ANN; 2) more compact geometric design space such as the deep-learning-based modal parameterization; 3) more efficient infill criteria to refine surrogate models. Applications of surrogate-based optimization have been gradually extended from two-dimensional geometries such as airfoils to three-dimensional wings and aircraft. Surrogate-based optimization has the potential to tackle multiobjective design and robust design of three-dimensional aerodynamic shapes.

Advanced ML techniques in surrogate modeling and compact geometric design space have led to a new ASO architecture—interactive aerodynamic shape design optimization, where accurate and generic data-based aerodynamic models are constructed in advance and then coupled with a suitable optimization algorithm for fast interactive design. A representative application is Webfoil (deployed in 2018).⁹ The approach uses a large volume of training data (10⁶) to reduce extrapolatory predictions. The high computational cost in generating the training data is a significant obstacle to widely applying interactive aerodynamic shape design optimization. This difficulty calls for subsequent research on more advanced methods in the future.

Reinforcement learning has been applied to aerodynamic shape design optimization, promising to improve the efficiency of ASO. A well-trained RL optimizer is reported to achieve gradient-based optimization efficiency without solving/using aerodynamic derivatives, although the training process of RL could be time-consuming. Using physical features rather than geometric parameters as the state helps improve the generalizability of RL. This is similar to the situation in training data-driven models of off-design aerodynamic constraints. Concerns of RL-based ASO include the high training cost (especially for high-dimensional problems) and difficulties in handling adjustable constraints. These could be critical drawbacks of RL in practical ASO problems.

⁹http://webfoil.engin.umich.edu
Conditional generative models enable a quick inverse aerodynamic design architecture called generative inverse design. These models provide a probabilistic approach to solving ill-condition inverse design problems. Conditional GAN and conditional VAE are two typical models that have drawn much attention from academia and the industry. After being trained by labeled data, the model can provide fast inverse designs with a desired aerodynamic performance. However, due to inaccuracy and exploration capability, solutions of generative inverse design could be distinct from the true optimum. Thus, they may be more suitable for conceptional design tasks with a low fidelity requirement.

4.3.1. Surrogate-based Optimization

Most aerodynamic design optimization methods using surrogate models rely on an iterative model refinement [476]. Such surrogate-based optimization strategies have shown to be useful in various aerodynamic shape optimization applications including single-point design [477, 478], multipoint design [354, 479], massively multipoint design [119], multi-objective design [112, 480, 481], inverse design [192, 482], and robust design [339, 483–486]. The optimization efficiency of these methods has been improved with the application of ML models.

Surrogate-based optimization is generally composed of two phases. The first phase is the design of the experiment (DoE) process, where the initial samples are selected and evaluated to train an initial surrogate model. The second phase is a refining process where new training samples are iteratively added to refine the surrogate model. In each iteration, the infill samples are determined by solving sub-optimization problems based on the infill criteria [34, 476]. The performance of surrogate-based optimization is closely related to surrogate modeling efficiency, the design space size, and the infilling effectiveness.

ML has contributed to surrogate models with higher prediction accuracy and data efficiency (see discussions in Sec. 4.2.1), which helps to improve the efficiency of surrogate-based optimization in aerodynamic design. Bartoli et al. [478] presented the super-efficient global optimization coupled with a mixture of experts (SEGOMOE), which combined the SuperEGO [487], kriging model with PLS [170, 373, 488], and ME [376] to handle constrained aerodynamic optimization problems [478, 489, 490]. SEGOMOE has been demonstrated in ASO applications such as wing and nacelle [478, 484, 489] and applied to the AGILE project for MDO of the next-generation aircraft [491]. Han [492] developed a general surrogate-based optimization toolbox called SurroOpt with multi-fidelity surrogate modeling [493, 494] such as the hierarchical kriging [169], which has been used in multiple aerodynamic and multidisciplinary design optimization problems [131, 354, 495]. In addition, deep Gaussian process approximations of the aerodynamic performance have been used to make surrogate-based optimization more efficient [384, 385]. The research efforts on surrogate-based aerodynamic shape design optimization are summarized in Table 4.

Although surrogate-based optimization could be applied to high-dimensional problems such as wing shape optimization with more than 100 design variables, optimization convergence in these cases may not be guaranteed. Li et al. [498] compared wing shape optimization using two numbers of design variables (19 and 75). More design variables provide more geometric deformation freedom, so the larger number of design variables should result in a better design. However, they found that the optimization with fewer design variables led to a larger drag reduction using the same computational budget (300 CFD analyses), which means the surrogate-based optimization with 75 design variables was far from convergence. Han et al. [353, 355] showed similar issues in high-dimensional wing shape design optimization. Although using multi-fidelity surrogate modeling could reduce the computational cost [131], surrogate-based optimization does not scale well with the dimensionality, and this makes it unsuitable for high-dimensional design problems.

Another contribution of ML to surrogate-based optimization is dimensionality reduction of shape design variables via modal shape parameterization methods. The benefit of adopting modal parameterization has been demonstrated in the shape design optimization of the CRM wing [316]. In that work, surrogate-based optimization was first used in the CRM wing design with 192 FFD design variables. This approach was shown to be ineffective because there was no improvement to the baseline wing after 1000 CFD simulations. However, by extracting 40 global wing modes using PCA from deep-
Table 4: Research on surrogate-based aerodynamic shape optimization

<table>
<thead>
<tr>
<th>Design variables</th>
<th>Surrogate model</th>
<th>Aerodynamic shape</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Kriging</td>
<td>Building cross-section</td>
<td>min $C_d$ and $C_l$ variation</td>
<td>Bernardini et al. [496]</td>
</tr>
<tr>
<td>4</td>
<td>Space mapping</td>
<td>Airfoil</td>
<td>min $C_d$ and max $C_l$</td>
<td>Leifsson et al. [112]</td>
</tr>
<tr>
<td>5</td>
<td>Kriging</td>
<td>Wing</td>
<td>min $C_D$</td>
<td>Li et al. [322]</td>
</tr>
<tr>
<td>6</td>
<td>Kriging</td>
<td>Airfoil</td>
<td>Delaying dynamic stall</td>
<td>Raul and Leifsson [465]</td>
</tr>
<tr>
<td>8</td>
<td>Manifold mapping</td>
<td>Airfoil and wing</td>
<td>min $</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Manifold mapping</td>
<td>Airfoil</td>
<td>min $C_d$</td>
<td>Nagawkar et al. [479]</td>
</tr>
<tr>
<td>8</td>
<td>ANN</td>
<td>Airfoil</td>
<td>min $C_d$</td>
<td>Renganathan et al. [385]</td>
</tr>
<tr>
<td>10</td>
<td>Kriging</td>
<td>Airfoil</td>
<td>max $C_l/C_d$</td>
<td>Jeong et al. [497]</td>
</tr>
<tr>
<td>12</td>
<td>Kriging</td>
<td>Airfoil</td>
<td>min $C_d$ and max $C_m$</td>
<td>Koziel et al. [480]</td>
</tr>
<tr>
<td>17</td>
<td>Kriging</td>
<td>Wing</td>
<td>min $C_D$</td>
<td>Bartoli et al. [477, 478]</td>
</tr>
<tr>
<td>30</td>
<td>ANN</td>
<td>Wing</td>
<td>min $C_D$</td>
<td>Zhang et al. [382]</td>
</tr>
<tr>
<td>40</td>
<td>ANN</td>
<td>Propeller</td>
<td>min aeroacoustic noise</td>
<td>Sun et al. [407]</td>
</tr>
<tr>
<td>42</td>
<td>Kriging</td>
<td>Wing</td>
<td>min $C_D$</td>
<td>Han et al. [354]</td>
</tr>
<tr>
<td>48</td>
<td>Kriging</td>
<td>Wing</td>
<td>min $C_D$</td>
<td>Li and Zhang [316]</td>
</tr>
<tr>
<td>19/75</td>
<td>Kriging</td>
<td>Wing</td>
<td>min $C_D$</td>
<td>Li et al. [498]</td>
</tr>
<tr>
<td>80</td>
<td>Kriging</td>
<td>Wing</td>
<td>min $C_D$</td>
<td>Han et al. [313, 355]</td>
</tr>
<tr>
<td>36/72/108</td>
<td>Kriging</td>
<td>Wing</td>
<td>min $</td>
<td></td>
</tr>
</tbody>
</table>

Learning-based optimal samples, the surrogate-based optimization using wing modes was shown to be almost as efficient and effective as the CFD-based optimization using 192 FFD design variables. With each adjoint analysis being counted as 0.5 CFD evaluation, the total computational cost of CFD-based optimization was about 500 CFD evaluations in this case, and surrogate-based optimization using 40 modes found similar results (with a difference of 0.3 drag count) after 600-800 CFD evaluations including the training cost in DoE. This indicates an impressive convergence efficiency of using modal parameterization in surrogate-based optimization.

ML also contributes to making the infill samples more suitable, thus improving the optimization efficiency. An efficient infill strategy should balance exploitation and exploration. The expected improvement criterion is one of the most successful infill strategies by providing a suitable trade-off between exploration and exploitation. With this criterion, EGO gets popular in engineering optimization with black-box solvers [34, 476, 478, 499].

Since the initial development of EGO, multiple infill criteria have been developed, such as maximizing the probability of improvement and minimizing the lower confidence bounding [500-503]. Liu et al. [501] showed that using these criteria in parallel could improve the optimization efficiency. Nevertheless, these criteria always suffer from inaccurate surrogate models and therefore add new samples with abnormal aerodynamic shapes that would not contribute to a better design as these shapes generally lead to inadequate aerodynamic performances. To address this issue, ML has been used to constrain the searching for infill samples inside reasonable domains, for example, by constructing geometric validity functions [111, 326] (described in Sec. 4.1.2). Also, the reasonable domains can be identified by using approximate models trained by aerodynamic data. For example, Owoyele and Pal [504] proposed a machine-learning-driven active optimizer (ActivO) method using two different machine-learning-based surrogate models called “weak” and “strong” learners, where the weak learner identifies promising regions in the design space to explore, while the strong learner determines the exact location of the optimum in identified promising regions. Preliminary proof-of-concept studies in
an engine design with nine variables demonstrated superior convergence rates (speedups of 4 to 5×) compared to state-of-the-art optimization methods such as PSO. Shi et al. [505] proposed to identify the interesting sampling region by using a feature space fuzzy c-means clustering method and SVM, which improved surrogate-based optimization efficiency in an Earth observation satellite MDO problem. Using a similar concept, Shi et al. [506] used SVM to construct a filter-based region of interest for sequentially bias sampling in surrogate-based optimization, and they showed that a better feasible satellite design was obtained with lower computational cost than Shi et al. [505].

4.3.2. Interactive Design Optimization

Interactive aerodynamic shape design optimization where ASO can be done near instantaneously is of great interest to aircraft designers. This demand used to be intractable because of the challenges of training a fast, accurate, and general aerodynamic analysis model [507]. The issue has been addressed to some extent with the advanced modal shape parameterization and data-based modeling techniques, which have been applied to airfoil shape design optimization [312, 313, 347, 363, 508], wing shape design optimization [341], and conceptual design optimization of wing-fuselage transports and UAVs [362, 365]. The research efforts in this area are listed in Table 5.

Table 5: Efforts toward interactive aerodynamic shape optimization with a universal data-based model. (The mean absolute error of the drag coefficients is provided. The two error values (Li et al. [312], Du et al. [313]) are for subsonic and transonic regimes, respectively.)

<table>
<thead>
<tr>
<th>Aerodynamic shape</th>
<th>Model fidelity</th>
<th>Training data</th>
<th>Design variables</th>
<th>Error (counts)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport airplane</td>
<td>Full-potential code</td>
<td>100,000</td>
<td>40</td>
<td>5.0</td>
<td>Secco and de Mattos [362]</td>
</tr>
<tr>
<td>UAV</td>
<td>Nonlinear lifting line method</td>
<td>94,500</td>
<td>22</td>
<td>12.4</td>
<td>Karali et al. [365]</td>
</tr>
<tr>
<td>Airfoil</td>
<td>RANS</td>
<td>113,400</td>
<td>16/10</td>
<td>0.1 and 0.8</td>
<td>Li et al. [312]</td>
</tr>
<tr>
<td>Wing</td>
<td>RANS</td>
<td>85,201</td>
<td>28</td>
<td>1.4 and 5.0</td>
<td>Du et al. [313]</td>
</tr>
<tr>
<td></td>
<td>RANS</td>
<td>135,108</td>
<td>60</td>
<td>0.9</td>
<td>Li and Zhang [341]</td>
</tr>
</tbody>
</table>

It is relatively easy to realize interactive optimization in conceptual design because the low-fidelity aerodynamic models are fast and can thus generate large volumes of training data. For example, Secco and de Mattos [362] trained ANN models to predict aerodynamic coefficients of transport airplanes with 40 inputs, including wing aspect ratio, wing taper ratio, and maximum airfoil thickness and camber of airfoils. The ANN model was trained with a database consisting of approximately 100,000 samples evaluated by a full-potential code with computation of viscous effects. The model has an average error of five drag counts and enabled a 4,000× speedup compared with the time required by the full-potential code. Karali et al. [365] trained an ANN to model the aerodynamics of small UAVs with respect to design variables such as wing span, root and tip chord lengths, and airfoil thickness and camber (22 variables in total). Optimization using the trained surrogate, which was trained by 94,500 UAVs evaluated by a nonlinear lifting line method, achieved a 5% increase in aerodynamic efficiency with a cost of a few seconds.

In conceptual design, the geometric variables describe the wing planform (span, taper, sweep, and twist) and overall airfoil parameters such as maximum thickness without detailed airfoil shape parametrization. These variables have fewer inner relationships than the airfoil shape variables. Thus, the geometric validity of samples can be easily satisfied, and the accuracy of data-based models can be improved by increasing the number of training samples. For detailed aerodynamic shape design optimization, a practical sampling method that ensures geometric validity (Sec. 4.1.2) is vital to the success of these works since abnormal shapes would bring too many difficulties to the training of accurate surrogate models [508]. For airfoil shape design, one may merely use real-world airfoils such as the UIUC airfoils to bypass the issue [279, 417, 418]. For example: Zhang et al. [279] trained a $C_l$
model using UIUC airfoils, and prediction errors on several validation airfoils were mostly smaller than 0.1. Sekar et al. [417] trained a CNN model using 1343 UIUC airfoils to recover the airfoil shape using the pressure distribution at a fixed Reynolds number and angle of attack, achieving relative errors below 3%. Thuerey et al. [418] achieved a relative error of 3% for the pressure and velocity fields using 1505 UIUC airfoils. Although these results are promising, they may not meet the demand for high-fidelity aerodynamic shape design, where higher accuracy and hence a large number of samples are required.

Webfoil is a web-based tool for fast, interactive airfoil analysis and design optimization via surrogate models on any computer or mobile device with a web browser. With geometric filtering (introduced in Sec. 4.1.2), Li et al. [312] built a database with aerodynamic analysis of more than 100,000 airfoils by solving the RANS equations. The mean relative errors of the data-based airfoil analysis models (for $C_L$, $C_D$, and $C_M$) are 0.145%, 0.255%, and 0.160% in the subsonic regime, respectively, and 0.404%, 0.826%, and 0.906% in the transonic regime, respectively. When comparing the data-based optimization with RANS-based optimization, the largest differences in minimum $C_d$ are 0.04 counts for subsonic cases and 2.5 counts for transonic cases. Du et al. [313, 363] continued this research, and unlike Li et al. [312], a B-spline-based GAN model (with 26 independent shape design variables) was used to generate realistic airfoil shapes without sacrificing thickness accuracy compared with the PCA modal parameterization. Broader ranges in Reynolds and Mach numbers were considered via a dependence sampling strategy. In addition to modeling scalar aerodynamic coefficients using feed-forward networks, vector aerodynamic quantities (pressure distribution) were predicted using RNN. Research related to Webfoil opens the door for high-fidelity interactive airfoil analysis and design optimization.

As mentioned in Sec. 4.1.1, Li and Zhang [316] proposed a deep-learning-based optimal sampling method to generate realistic wing shapes subject to both deep-learning-based validity [111, 326] and geometric feasibility constraints [84]. Based on this method, Li and Zhang [341] realized fast, high-fidelity shape optimization of the CRM wing by training data-based aerodynamic analysis models of wings. The models were trained by 135,108 RANS samples encompassing different wing shapes, Mach numbers, and flight altitudes. The verification on 47,967 unseen wing shapes showed that mean relative errors of $C_L$, $C_D$, and $C_M$ compared to RANS simulations are all within 0.4%. The models were further verified in multiple single-point, multipoint, and multiobjective wing design optimization problems. The optimized wings have similar shapes to those obtained by CFD-based optimization, with differences in $C_D$ of one to two counts. This work showcases the possibility of high-fidelity interactive aerodynamic analysis and design optimization of high-dimensional wing shapes using data-based models.

Prediction accuracy is essential in high-fidelity interactive design, and this is because the optimum design can be sensitive to the inaccuracy of either objective or constraint functions. To produce similar optimized shapes to CFD-based optimization, the relative errors of data-based models in evaluating aerodynamic coefficients should be less than 1%. It is crucial to control the upper bound of the errors. In the efforts mentioned previously, a large aerodynamic database with tens or even hundreds of thousands of samples is essential to train general and accurate aerodynamic models. The volume of training data makes it unsuitable to use conventional surrogate models like kriging (except when using ME, see Sec. 4.2.1), and NN is a better choice. Bouhlel et al. [347] showed that the ANN-based model outperformed the mixture of gradient-enhanced kriging surrogate models in the aerodynamic analysis of airfoils. ANN can provide accurate derivatives using the built-in AD implementation, which helps perform fast design optimization. Using ANN and RNN, Du et al. [313] enabled airfoil aerodynamic predictions at a wide range of Mach numbers (0.3 to 0.7) and Reynolds numbers ($10^4$ to $10^{10}$).

Optimality and convergence speed are the two key factors that determine the selection of optimization algorithms for interactive aerodynamic design. Gradient-based optimization algorithms perform a local search and can get trapped in local minima, while some gradient-free algorithms perform a global search and avoid this issue. However, many investigations have consistently shown that gradient-

---

10http://webfoil.engin.umich.edu
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Figure 46: Interactive aerodynamic shape design optimization.
based algorithms are preferable in practical aerodynamic shape optimization problems, especially for high-dimensional fast design [1, 312, 338, 341]. The reasons are two-fold.

First, the issue of multiple local minima (multi-modality) is not that prevalent. It has been shown that gradient-based airfoil design optimization starting from different shapes converged to the same results [74, 469] and gradient-based wing shape design optimization also converged to very similar shapes [1, 338, 341]. Multi-modality issues reported in the literature are usually associated with nonphysical flows such as wing shape design with the inviscid assumption [509]. Practical aerodynamic shape optimization problems may have several local minima, but the number of minima is limited [99, 509, 510]. Still, gradient-based algorithms can find the global minimum by using a multi-start strategy [26, Tip 4.8] [511].

Second, gradient-free algorithms are inefficient and may not ensure convergence. The computational cost of gradient-free algorithms increases dramatically with the number of design variables [23]. Li and Zhang [341] showed that the performance of two popular evolutionary algorithms (GA and PSO) was much less ineffective than SLSQP (a gradient-based algorithm) in the wing shape design optimization with 57 design variables. In the single-point wing design optimization, SLSQP converged after one hundred iterations, while PSO required half a million evaluations to find a similar solution. In the two-objective wing design, SLSQP (with 15 two-point optimizations) solved the Pareto frontier using about 2000 objective and derivatives analyses, while NSGA-II cannot get comparable results even after one million evaluations of the objective functions. Although data-based aerodynamic analyses are cheap, the low efficiency of gradient-free optimization algorithms makes them unsuitable for interactive aerodynamic shape design, especially for design problems subject to geometric constraints where the surface mesh is needed to be deformed in each evaluation.

For research in interactive design reviewed above, there is a lack of methods for modeling dynamics and multidisciplinary effects, which are essential to evaluate the maneuver performance and control stability. Despite the challenges of enabling this capability, future work in this direction is recommended. PINNs and other physics-based data-driven models are worth investigating to improve data efficiency and prediction accuracy for high-fidelity interactive design. These studies would contribute to realizing digital twins in aircraft design [512].

4.3.3. Reinforcement-learning-based Optimization

Applications of reinforcement learning in aerodynamic shape design have focused mostly on the training of an efficient optimizer. One of the popular choices is using the current design variables and desired design variables (or increments) as the states and actions, respectively. Yan et al. [513] used reinforcement learning to train an optimizer for aerodynamic shape design of missile control surfaces with eight design variables. Viquerat et al. [514] applied reinforcement learning to learn how to maximize the lift-to-drag ratio at $Re = 200$ by modifying the cylinder shape using $3 \sim 12$ design variables. Li et al. [515] adopted RL to train an optimizer for the section shape design of a tall building with two design variables. Qin et al. [516] applied RL in the cascade blade profile design, where ten Hicks–Henne bump functions are used as the design variables to reduce the total pressure loss and increase the laminar flow region. In these applications, the training is likely a reinforcement process for the agent to memorize the best path to the optimal design. Although the trained RL policy in this way can provide an optimized shape without the need to call for additional CFD analyses, the policy may not apply to other conditions such as $M$ and $Re$.

To generalize the optimizer trained by RL, Li et al. [267] used physical features such as the shock wave location and the suction peak Mach number as the state variables to learn the drag minimization policy for supercritical airfoil design. (Wall Mach number is defined as the equivalent Mach number calculated based on an isentropic relation using the local pressure coefficient and the free-stream Mach number.) The shape optimization was implemented by adding a Hicks–Henne bump function controlled by three design variables. As shown in Fig. 47, most of the drag reduction is achieved in the first five steps using the RL policy as the optimizer, which is as fast as gradient-based optimization. Surprisingly, the RL policy trained at one flow condition ($M = 0.76$ and $Re = 5 \times 10^6$) can be used for drag reduction at other flow conditions ($M \in [0.72, 0.76]$ and $Re \in [5 \times 10^6, 1 \times 10^7]$). It would be
interesting to investigate whether this generalization could be maintained in airfoil design with more design variables.

Figure 47: RL-based optimizer trained with state variables on the wall Mach number distribution shows a good generalization in supercritical airfoil shape design [267]. Although no aerodynamic derivatives are required, the convergence rate of the RL-based optimizer is comparable to gradient-based optimization.

One drawback of RL-based optimization is that it does not scale well with the number of design variables, and the overall computational cost may turn out to be similar to performing evolutionary optimization [517]. Computational cost reductions have been achieved by using low-fidelity models [513, 515] and surrogate models [267, 516]. These approaches trained an initial policy using low-cost models and then used it as a starting point in training the RL-based optimizer with high-fidelity models. Without using low-fidelity models or surrogate models, training RL-based optimizer is shown to have no advantages over using a conventional gradient-based or gradient-free optimizer[513, 515]. Thus, it is more suitable to use RL-based optimization in many-query design than in a single-query design task. This can be an issue in cases without a suitable low-fidelity model (enough accuracy with negligible computational costs) or high-dimensional problems where it is difficult to ensure the accuracy of surrogate models.

Another drawback of RL-based optimizers is the inability to handle adjustable constraints. Training an RL policy requires a clear definition of the objective and constraint functions to evaluate the reward. Most applications either explicitly treated the constraint as a penalty in the reward function [513, 514] or implicitly imposed it into the aerodynamic analysis (for example, the lift constraint [267]). Thus, the corresponding RL policy may not be directly applied to ASO design tasks with different constraints. Kim et al. [518] used the weighted Chebyshev method to enable RL to handle multiple objective functions and verified the method in airfoil shape design optimization with three geometric parameters. Despite the feasibility of using RL in multi-objective airfoil design, the training cost of RL is relatively high (10^5 ~ 10^6 episodes in this simple case). This issue may make it impractical for real aerodynamic shape design problems, where high-dimensional geometric parameters and multiple constraints are generally required.

4.3.4. Generative Inverse Design

For a forward problem \( y = F(x) \), where \( x \) and \( y \) are the design variables and concerned performance metrics such as drag and lift, inverse design is to solve the corresponding \( x \) with the given \( y \). Most inverse design problems in ASO are ill-posed since different shapes \( (x) \) could have the same performance \( (y) \), and thus constructing a deterministic function of \( x \) with respect to \( y \) may fail. Bayesian inversion [390] provides a probabilistic approach to solving ill-posed inverse problems, where all parameters are treated as realizations of certain random variables. Then, the key to solving the inverse problem is to evaluate the posterior probability \( p(x|y) \).

Conditional generative models (introduced in Sec. 3.5.5 and Sec. 3.5.6) have drawn vast attention in the inverse design because of their capability of learning the posterior \( p(x|y) \) from data. In the industry, generative inverse design is usually shorted as generative design. Many artificial intelligence companies, such as Monolith AI and Altair Engineering, take AI-based generative design as a show-
Reported study cases include structural design subject to manufacturing constraints, vehicle outer shape design, and turbomachinery blades, where the number of physical tests is reduced in the design cycle.

Table 6: Airfoil inverse design using deep-learning-based conditional generative models. The performance metrics are continuous conditions except explicitly noted as discrete.

<table>
<thead>
<tr>
<th>Generative model</th>
<th>Conditions ((y))</th>
<th>Design variables ((x))</th>
<th>Noise/latent dimension ((z))</th>
<th>Training data</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGAN</td>
<td>(C_l/C_d) and airfoil area (4 categories)</td>
<td>40 coordinates</td>
<td>100</td>
<td>800 UIUC airfoils</td>
<td>Achour et al. [519]</td>
</tr>
<tr>
<td>CGAN</td>
<td>Stall lift or angle</td>
<td>40 coordinates</td>
<td>–</td>
<td>1550 UIUC airfoils</td>
<td>Yilmaz and German [520]</td>
</tr>
<tr>
<td>CGAN</td>
<td>Drag polar data</td>
<td>40 coordinates</td>
<td>–</td>
<td>1550 UIUC airfoils</td>
<td>Yilmaz and German [520]</td>
</tr>
<tr>
<td>CEGAN</td>
<td>(M, Re,) and (C_l)</td>
<td>192 Bézier points and (\alpha)</td>
<td>13</td>
<td>995 optimized airfoils</td>
<td>Chen et al. [391]</td>
</tr>
<tr>
<td>PCDGAN</td>
<td>(C_l/C_d)</td>
<td>192 coordinates</td>
<td>–</td>
<td>38,802 airfoils</td>
<td>Nobari et al. [521]</td>
</tr>
<tr>
<td>CWGAN-GP</td>
<td>(C_l)</td>
<td>248 coordinates</td>
<td>3/6</td>
<td>3,709 NACA 4-digit airfoils</td>
<td>Yonekura et al. [522]</td>
</tr>
<tr>
<td>CVAE</td>
<td>(C_l)</td>
<td>248 coordinates</td>
<td>2–86</td>
<td>3,646 NACA 4-digit airfoils</td>
<td>Yonekura and Suzuki [523]</td>
</tr>
<tr>
<td>CVAE</td>
<td>Flow outlet angle and aerodynamic loss coefficient</td>
<td>248 coordinates</td>
<td>–</td>
<td>50,021 airfoils</td>
<td>Yonekura and Suzuki [523]</td>
</tr>
<tr>
<td>CVAE-GAN</td>
<td>10 Mach distribution features</td>
<td>255 wall Mach numbers</td>
<td>10</td>
<td>1500 sample airfoils</td>
<td>Wang et al. [524]</td>
</tr>
</tbody>
</table>

Generally, the trained generative model takes inputs of \(y\) (conditions) and \(z\) (noises or latent variables) to generate \(x\) after learning their distribution in the training dataset. Then, one can impose certain performance conditions (such as the lift-to-drag ratio at cruise and the maximal lift coefficient) to generate designs of interest. Achour et al. [519] used conditional GAN (CGAN) in airfoil inverse design based on conditions of the lift-to-drag ratio and the airfoil area. Yilmaz and German [520] applied CGAN based on a vector of conditions indicating desired aerodynamic performance metrics (such as the stall condition and airfoil drag polar) in the inverse design of airfoil shapes. Chen et al. [391] proposed to use conditional entropic GAN (CEGAN) in airfoil inverse design and showed the benefits over conditional GAN in maximizing the lift-to-drag ratio. Many efforts of Chen et al. [391] were spent in generating training airfoils by performing optimization using the SU2 framework in different \(M, Re,\) and \(C_l\). Yonekura et al. [522] showed that conditional Wasserstein GAN with gradient penalty (CWGAN-GP) was advantageous over CGAN in learning the distribution between NACA four-digit airfoils and \(C_l\) at \(\alpha = 5.0^\circ\) (evaluated using Xfoil with \(Re = 3.0 \times 10^6\)). The CWGAN-GP model managed to generate smooth airfoil shapes based on the given \(C_l\) conditions, overcoming the nonsmooth airfoil issue in CGAN. More shape variations were held in airfoils generated by CWGAN-GP as the model avoided mode collapse.

In addition to GANs, conditional VAE (CVAE) has also been investigated in the inverse design of airfoils [524]. Yonekura and Suzuki [523] used CVAE in the inverse design of NACA four-digit airfoils with the condition of \(C_l\) at \(\alpha = 5.0^\circ\) (same with that in [522]). They concluded that using a moderate
latent dimension (no more than 16) was preferable to compromise influences of the error of matching the condition \((C_l \text{ at } \alpha = 5.0^\circ)\) and the airfoil shape variation. Yonekura and Suzuki [523] also applied CVAE to the inverse design of turbine blade airfoils, where the flow outlet angle and aerodynamic loss coefficient were two performance conditions of interest and 50,621 sample airfoils were generated based on the Pak-B turbine blade shape to train the model. With such a large volume of training data, the mean absolute error of the flow outlet angle in airfoils generated by the CVAE model was 0.609°, where the absolute angle was approximately 62.9°. This error is acceptable in the rough design of turbine blades. Yonekura et al. [525] investigated the performance of CVAE with the normal distribution (\(\mathcal{N}\)-CVAE) and the von Mises-Fisher distribution (\(S\)-CVAE) in inverse airfoil design. They concluded that \(S\)-CVAE was superior to \(\mathcal{N}\)-CVAE when applied to a single type of airfoils because it could separate the data in the latent space, and for multiple types of airfoils, \(\mathcal{N}\)-CVAE was more capable of generating novel shapes by combining different features among them.

As shown in Table 6, most conditional models are used to design the airfoil shape. Once trained, these models can provide fast designs with a reasonable performance. Nevertheless, these designs usually do not precisely meet the condition requirement due to errors in the conditional generative model. Chen et al. [391] showed that conditional generative models can provide fast reasonable airfoil designs but they were still distinct from the optimal airfoil shapes. There are also other constraints (both geometric and aerodynamic) that need to be imposed in practical applications. Thus, it is essential for the models to hold a good exploration capability, that is, to generate diverse designs with the same condition. The noise or latent term \((z)\) in the input of conditional generative models plays such a role to make the model maintain the exploration capability. Yilmaz and German [520] showed that the exploration can also be achieved by the inclusion of dropout layers to the generative models, and other efforts such as the development of performance conditioned diverse GAN (PCDGAN) [521] have been made to enhance this capability. However, diversity leads to another intractable problem for design optimization because it is not easy to choose the optimal one from the diverse designs. In the work of Achour et al. [519], it costs 4,000 evaluations to explore the noisy space of CGAN to obtain an airfoil with a lift-to-drag ratio of 140 and an area of 0.10. It is computationally expensive to analyze these designs using a high-fidelity aerodynamic analysis model. Thus in detailed aerodynamic shape design, generative inverse design may not show advantages over conventional ASO methods. Chen et al. [391] suggested using the generative inverse design as a start point for conventional CFD-based optimization, and with this strategy, it was shown that half iterations can be reduced in multiple airfoil optimization tests.

Another application of conditional generative models is to design the distribution of pressure coefficients or wall Mach numbers rather than the aerodynamic shape. These distributions contain more information than drag and lift coefficients and can reveal off-design performance, such as buffeting and transition. Thus, they are useful in the design of supercritical airfoils [466] and natural laminar flow airfoils [526]. In inverse design, it is not easy for designers to provide an optimal targeted distribution. Nevertheless, it is easy to describe the features of interest (such as the suction peak and the shock wave location). Wang et al. [524] used an integrated generative network of conditional VAE and GAN (CVAE-GAN) to generate target wall Mach distributions using the conditions of several essential features, including locations of the suction peak, shock, and aft loading. Lei et al. [527] provided another alternative that used WGAN to learn physical pressure distributions of transonic airfoils and selected a desirable distribution using GA based on features of interest such as the suction peak and pressure gradient of the suction platform. Then, multiple approaches can be used to find the aerodynamic shape corresponding to the distribution, such as constructing surrogate models [524, 527] and using adjoint-based optimization [528].

5. Conclusions and Outlook

In this paper, we reviewed recent applications of ML in aerodynamic shape design optimization. The technical concepts of commonly-used ML models were introduced for convenience. Recently
developed deep learning models have strong learning abilities. This makes it possible to learn the underlying features from high-dimensional sparse data sets and to train accurate prediction models with large volumes of data. The application of these models has shown promise in addressing challenging aerodynamic shape design optimization problems that require high dimensionality, high computational costs, or both.

We review ML applications in ASO, addressing three aspects: geometric design space, aerodynamic evaluations, and optimization architectures. The conclusions regarding ML applications are as follows:

- ML helps parameterize the geometric design space using fewer design variables or more restricted bounds by learning from the empirical knowledge of human designers, historical designs, or low-fidelity optimization results. Well-trained ML-based parameterization can exclude abnormal aerodynamic shapes with a low probability of excluding innovative shapes. Such parameterizations reduce the number of design space dimensions, significantly reducing the computational cost of optimization.

- Advances in ML have made it possible to handle larger volumes of training data and thus achieve higher prediction accuracy in the aerodynamic coefficients. Nonlinear dimensionality reduction methods, such as manifold learning, VAE, and GAN, help predict the high-dimensional flow solutions, which is useful to accelerate high-fidelity simulations, inverse design, and design optimization. Most ML prediction models are interpolative, so they may lose accuracy in extrapolatory predictions. PINNs obey the underlying physical laws and thus potentially have the extrapolation ability. Applications of PINNs in ASO warrant further research. Coupling physical mechanisms and ML has shown effectiveness in modeling off-design aerodynamic constraints such as buffeting onset. Physics-based data-driven modeling provides an accurate alternative to imposing off-design constraints than empirical formulas, and more studies of them would contribute to obtaining practical designs with ASO.

- ML contributes new optimization architectures to address the limitations of CFD-based optimization. Surrogate-based optimization is becoming more efficient with advanced ML models, which help solve ASO difficulties with discontinuous aerodynamic functions, multi-objective optimization, and design optimization considering uncertainties. Interactive design has been achieved in the ASO of airfoils, wings, and aircraft with ANN-based aerodynamic coefficient prediction models pre-trained by a large number of simulation data. Reinforcement learning can perform ASO without using derivatives, but this has only been demonstrated for problems with a few design variables. More research is required to overcome the difficulty of RL-based optimization in training efficiency and handling adjustable constraints. Conditional generative models (such as conditional GAN and VAE) provide a fast inverse design approach and show promise in conceptual design.

The applications show that ML can address some challenging issues in CFD-based optimization (discussed in Sec. 2.2). Nevertheless, we find that many ML models are applied to less challenging ASO problems without comparing to conventional ASO. We think that the core strength of ML is that it can solve problems that are intractable using conventional methods rather than providing an alternative to solving the more manageable problems. Thus, it is of greater interest to study ML models with practical ASO problems focusing on solving intractable problems when using conventional CFD-based optimization. Future ML studies in ASO should address an unsolved issue and end with a comparison with state-of-the-art methods.

To address the industrial demands in ASO, we recommend further research on the following topics:

- Extrapolatory prediction models. Most prediction models used in ASO inherently interpolate the data and are thus generally incapable of extrapolation. This limitation leads to the need for a large volume of training data to avoid extrapolations. PINNs are a potential solution to extrapolation beyond the efforts that shrink the design space. Further studies applying PINNs in benchmark ASO cases are expected to validate its potential.
• Efficient sampling methods. It is expensive to obtain high-fidelity simulation data, and the interpolation feature increases the requirement for large volumes of training data. For example, the data levels in the interactive airfoil and wing shape design reach \(10^5\), which may bring in a too high computational cost for industrial cases. Thus, in addition to improving the extrapolatory ability, advanced sampling methods are expected to improve the data efficiency.

• Handling multi-sources of data. Most studies in ASO with ML lack a coupling of different data sources, such as simulation and experimental data. Aerodynamic design with no support from experiments may lack practicality from an industrial view, but experimental data depends on specialized facilities and are much inaccessible for most academic researchers. Thus, deeper collaborations between industry and academia are recommended to accomplish such research.

To achieve faster progress, it is essential to keep students and engineers in the ASO field familiar with the development of ML models. Open accessible workshops and short online courses have played an essential role in the past. In the future, the introduction of ML models and related applications in engineering problems are recommended for undergraduate and graduate curricula. Textbooks covering both fundamental optimization and ML basics with engineering examples are helpful. [26, Sec. 10.5] [529]

ML should not be viewed as a replacement for CFD-based optimization with gradient-based algorithms and gradients computed using an adjoint method, which effectively solves large-scale high-dimensional ASO problems. If the ASO problem is deterministic and does exhibit much multimodality, conventional CFD-based optimization is a suitable choice. Thus, while following up on the progress of ML techniques, it is also essential to get familiar with conventional methods and their limitations. We recommend that young researchers build a solid background in specific research fields before turning to ML solutions.

We recommend open-source models and open-access data in future research on ML for aerodynamic shape design optimization. The rapid development of ML is partly due to the community’s open-source tradition. With more data, models, and software accessible for ASO, exciting new developments can be expected in the near future.
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