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Patterson–Sullivan densities in convex projective geometry

Pierre-Louis Blayac

Abstract

For any rank-one convex projective manifold with a compact convex core, we prove that
there exists a unique probability measure of maximal entropy on the set of unit tangent
vectors whose geodesic is contained in the convex core, and that it is mixing. We use this to
establish asymptotics for the number of closed geodesics. In order to construct the measure
of maximal entropy, we develop a theory of Patterson–Sullivan densities for general rank-
one convex projective manifolds. In particular, we establish a Hopf–Tsuji–Sullivan–Roblin
dichotomy, and prove that, when it is finite, the measure on the unit tangent bundle induced
by a Patterson–Sullivan density is mixing under the action of the geodesic flow.
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1 Introduction

Compact real hyperbolic manifolds are fundamental objects in geometry and dynamical systems;
their geodesic flows are among the prime examples of chaotic systems which led to standard notions
such as ergodicity or entropy. One classical way to deform the geometry of a compact hyperbolic
manifold M0 is to deform its Riemannian metric to allow variable negative curvature. It was
one breakthrough of the theory of Anosov flows to establish that many dynamical features of the
induced geodesic flow remain after such deformations (e.g. existence and uniqueness of the measure
of maximal entropy, proved independently by Bowen [Bow71] and Margulis [Mar70]).

There is another interesting way to deform the geometry of M0. Consider the holonomy rep-
resentation of the fundamental group ρ0 : π1(M0) → PO(d, 1), where d is the dimension of M0.
Under certain conditions, one can deform it continuously (using e.g. bending, see [JM87]) to get a
representation ρ valued in PGLd+1(R) which is not conjugate to a representation into PO(d, 1). A
theorem of Koszul [Kos68, Cor. p. 103], combined with a theorem of Benoist [Ben05, Th. 1.1] (due
to Choi–Goldman [CG93] for d = 3), ensures that the representation remains faithful and discrete,
and that ρ(π1(M0)) preserves and acts cocompactly on a properly convex open subset Ω of the real
projective space P(V ), where V = Rd+1. The quotient Ω/ρ(π1(M0)) is a compact convex projective
manifold which, like Riemannian manifolds, admits a geodesic flow, as we now recall.

In general, a convex projective manifold is a quotient M = Ω/Γ of a properly convex open set
Ω ⊂ P(V ) by a discrete group Γ ⊂ PGL(V ) of projective transformations preserving Ω. If M is
compact, then we say that Γ divides Ω and that Ω is a divisible convex set. The set Ω admits a
Finsler metric, called the Hilbert metric, which is proper and Γ-invariant (hence Γ acts properly
discontinuously on Ω). Moreover, the intersection of any projective line with Ω is a geodesic for
the Hilbert metric, which we call a straight line of Ω. Thus, there is a natural geodesic flow (φt)t∈R

on the unit tangent bundle T 1M := T 1Ω/Γ, which parametrises straight lines. Benoist [Ben04]
initiated the study of (φt)t∈R in the divisible case. He proved that if M is obtained by deforming
a compact hyperbolic manifold, then Ω is strictly convex, i.e. its boundary ∂Ω ⊂ P(V ) does not
contain any non-trivial projective segment. He also proved that if M is compact, then Ω is strictly
convex if and only if the geodesic flow (φt)t∈R is Anosov.

In this paper, we are particularly interested in divisible convex sets that are not strictly convex.
Classical examples are the higher-rank symmetric divisible convex sets, namely the projective
models of the symmetric spaces of PGLn(K), where n ≥ 3 and K is R or C or the classical
quaternionic (or octonionic for n = 3) division algebra (for more details see [Ben08, §2.4]). Other
interesting, irreducible examples were constructed by Benoist [Ben06], followed by Marquis [Mar10],
Ballas–Danciger–Lee [BDL18] and Choi–Lee–Marquis [CLM20], in dimensions 3 to 7.

Bray [Bra20a, Bra20b] studied the geodesic flow of 3-dimensional irreducible compact convex
projective manifolds M = Ω/Γ for which Ω is not necessarily strictly convex. Although the theory
of Anosov flows does not apply in this setting, he managed to construct, on the unit tangent
bundle, a flow-invariant ergodic measure with maximal entropy [Bra20a, Th. 1.1]. For this he used
Benoist’s precise and beautiful geometric description of such 3-manifolds [Ben06, Th. 1.1]. He also
adopted methods that had been elaborated for non-positively curved Riemannian manifolds, whose
geodesic flows are not Anosov in general. More precisely, he drew on the work of Knieper [Kni98]
and Roblin [Rob03], whose main tool are Patterson–Sullivan densities.

In the present article we study the dynamics of the geodesic flow of convex projective manifolds
that have arbitrary dimension and are not necessarily compact. Like Bray, we use methods from
the non-positively curved Riemannian world, in particular inspired by Knieper and Roblin. We
generalise and improve Bray’s results [Bra20a], and develop more systematically the theory of
Patterson–Sullivan densities in this setting.

1.1 Rank-one convex projective manifolds

Knieper [Kni98] considered non-positively curved compact Riemannian manifolds which satisfy a
property called rank-one. These generalise negatively curved compact manifolds, whose geodesic
flow is uniformly hyperbolic, in only requiring that the geodesic flow have a hyperbolic behaviour
along at least one geodesic, which is said to be rank-one (see [Kni02, Def. 5.1.1]). Similarly, we
will consider rank-one convex projective manifolds, which generalise convex projective manifolds
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M = Ω/Γ where Ω is strictly convex and ∂Ω is smooth (by which we mean C1, see Section 2.2).
We will use the following definition, recently introduced by M. Islam [Isl].

We say that a point of the boundary ∂Ω is strongly extremal if it does not belong to any
non-trivial segment contained in ∂Ω. If Ω is strictly convex, then all points of ∂Ω are strongly
extremal. We say that a point is smooth if it admits a unique supporting hyperplane; such points
are also commonly called C1. We denote by ∂sseΩ the set of smooth, strongly extremal points of
∂Ω. Given any vector v ∈ T 1Ω, we denote by πv ∈ Ω its footpoint and by φ±∞v = limt→±∞ πφtv
the intersection points of the projective line generated by v with ∂Ω. We denote by Aut(Ω) the
subgroup of PGL(V ) consisting of elements that preserve Ω, called automorphisms of Ω.

Definition 1.1 ( [Isl, Def. 6.2 & Prop. 6.3]). Let Ω ⊂ P(V ) be a properly convex open set. A
vector v ∈ T 1Ω, and the geodesic of Ω spanned by v, are called rank-one if φ∞v and φ−∞v belong
to ∂sseΩ. An infinite-order automorphism of Ω is said to be rank-one if it preserves a rank-one
geodesic of Ω.

Let Γ ⊂ Aut(Ω) be a discrete subgroup, and M := Ω/Γ. A vector v of T 1M , and the geodesic of
M spanned by v, are said to be rank-one if any lift of v to T 1Ω is rank-one. The convex projective
manifold (or orbifold) M is rank-one if it contains a rank-one periodic vector, i.e. if Γ contains a
rank-one element.

We will see (Fact 2.11) that a rank-one automorphism g of Ω is a proximal element of PGL(V ),
i.e. it has an attracting fixed point in P(V ); its inverse being also rank-one and hence proximal, g is
said to be biproximal. We will also see that a rank-one automorphism preserves a unique rank-one
geodesic in Ω.

If Ω is strictly convex and ∂Ω is smooth, then ∂sseΩ is the whole projective boundary ∂Ω, all
geodesics of Ω are rank-one and any biproximal automorphism of Ω is rank-one. In fact, if Ω is
strictly convex or if ∂Ω is smooth, then M = Ω/Γ is rank-one as soon as Γ contains a biproximal
element, by Facts 2.13 and 2.14 below.

When Ω is not strictly convex, an example of a geodesic in Ω that is not rank-one is a geodesic
that is contained in a properly embedded simplex (PES), i.e. a projective simplex S of dimension
k ≥ 2 whose relative interior (see Section 2.2) is equal to S ∩ Ω. Such a simplex S can be
interpreted as a flat of Ω since it is isometric to Rk endowed with some norm. In many examples
of convex projective manifolds M = Ω/Γ, for instance when M is 3-dimensional, compact and
irreducible, the maximal (for inclusion) PES’s of Ω satisfy good properties (such as being isolated,
see [Ben06,Bob, IZ]) which imply that M is rank-one. More precisely, Islam used [IZ] to establish
[Isl, Prop.A.2] that if Γ ⊂ Aut(Ω) is a non-virtually abelian, discrete subgroup which is relatively
hyperbolic with respect to a collection of virtually abelian subgroups of rank at least two, and which
acts convex cocompactly on Ω in the sense of Danciger–Guéritaud–Kassel [DGK] (this notion is
introduced in the next Section 1.2), then Ω/Γ is rank-one. Islam’s argument is explained in the
particular case of 3-dimensional compact convex projective manifolds in Example 2.17.

Rank-one manifolds are interesting because they include a diversity of examples, and are in
some sense generic: in both the Riemannian and the convex projective settings, there exist higher-
rank rigidity theorems which classify compact higher-rank (i.e. not rank-one) manifolds. See the
work of Ballmann [Bal85, Cor. 1] and Burns–Spatzier [BS87, Th. 5.1] in the Riemannian case and
the recent work of A. Zimmer [Zim, Th. 1.4] in the convex projective case.

1.2 The Bowen–Margulis measure on quotients of convex cocompact
actions

The generalisation of Bray’s results [Bra20a] that we are about to state is analogous to [Kni98,
Th. 1.1.i], which says that any non-positively curved rank-one compact Riemannian manifold has
a unique measure of maximal entropy. However, our result does not restrict to compact manifolds:
it concerns the more general class of manifolds that are quotients of convex cocompact actions.

Let M = Ω/Γ be a convex projective manifold. Following Danciger–Guéritaud–Kassel, the
action of Γ on Ω is said to be naively convex cocompact if there exists a non-empty Γ-invariant
convex subset of Ω on which Γ acts cocompactly; when Ω is not strictly convex, this notion
is not quite satisfactory, because a small deformation of Γ in PGL(V ) may not preserve any
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properly convex open set (see [DGK, §4.1]). Therefore, we will consider another stronger definition,
introduced by Danciger–Guéritaud–Kassel.

The full orbital limit set of Γ is the union over all x ∈ Ω of the set of accumulation points of
the orbit Γ · x, and is denoted by Λorb

Ω (Γ), or simply Λorb when the context is clear. When Ω is
not strictly convex, the set of accumulation of points of an orbit Γ · x may depend on the choice
of x ∈ Ω (e.g. if Ω is a triangle in P(R3), and Γ is generated by an infinite-order non-proximal
element). The convex hull in Ω of the full orbital limit set is denoted by Ccor

Ω (Γ); it is Γ-invariant.

Definition 1.2 ([DGK, Def. 1.11]). Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω)
a discrete subgroup. The action of Γ on Ω is said to be convex cocompact if Ccor

Ω (Γ) is non-empty
and has compact quotient by Γ; the projection in M of Ccor

Ω (Γ) is called the convex core of M .

We refer to [DGK, §1.4–1.6–1.7–4.1–10.7] and [DGKLM] for more details and examples on
convex cocompactness. Note that if Γ divides a properly convex open set Ω, then the convex hull
of any Γ-orbit in Ω is equal to Ω (this is due to Vey [Vey70, Prop. 3]), hence Ccor

Ω (Γ) = Ω and Γ
acts convex cocompactly on Ω.

Danciger–Guéritaud–Kassel [DGK, Cor. 4.8] proved that if the action of Γ on Ω is convex
cocompact, then Λorb is closed. We denote by T 1Mcor ⊂ T 1M the (φt)t∈R-invariant (and compact
if Γ is convex cocompact) subset consisting of those vectors whose orbit under the geodesic flow is
contained in the convex core, i.e. the endpoints of any lift to Ω of the geodesic are in Λorb.

A rank-one convex projective manifold is said to be non-elementary if its fundamental group
does not contain Z as a finite-index subgroup.

Theorem 1.3. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a discrete subgroup.
Assume that Γ acts convex cocompactly on Ω and that M = Ω/Γ is rank-one and non-elementary.
Then there exists a unique (φt)t∈R-invariant probability measure m on T 1Mcor with maximal en-
tropy (Bowen–Margulis measure). Moreover m is mixing.

Recall that if (X,m) is a measured space with m finite and invariant under a measurable flow
(φt)t∈R, then m is said to be mixing if limt→∞ m(φt(A)∩B)m(X) = m(A)m(B) for all measurable
subsets A,B ⊂ X . Reminders on the notion of entropy are given in Sections 2.13 and 2.14.

Remark 1.4. In a first version of this paper, we had proved Theorem 1.3 under the stronger assump-
tion that Gamma acts strongly irreducibly on P(V ). Replacing this assumption by non-elementary
was made possible by Facts 2.18 and 6.13 below, which are proved in the paper [BZ] in collabora-
tion with Feng Zhu. Note that some results in the present paper (in particular Theorem 1.6) are
used in [BZ], but one can easily check that there is no circular reasoning between the two papers.

Following Knieper [Kni98], we will use Theorem 1.3 to establish asymptotic estimates on the
number of closed geodesics on M , and equidistribution results on the Lebesgue measures on closed
geodesics.

Recall that in our convex projective setting, the critical exponent of Γ is defined as

δΓ := lim sup
r→∞

1

r
log (#{γ ∈ Γ : dΩ(o, γo) ≤ r}) ,

where o is any point of Ω, and dΩ is the Hilbert metric on Ω; it does not depend on the Γ-invariant
properly convex open set Ω, see Section 2.5. For any element g ∈ PGL(V ), we set

ℓ(g) :=
1

2
log

(
λ1(g̃)

λd+1(g̃)

)

, (1.1)

where g̃ ∈ GL(V ) is any lift of g, the integer d+1 is the dimension of V , and λ1(g̃) ≥ · · · ≥ λd+1(g̃)
are the moduli of the (complex) eigenvalues of g̃. Given a convex projective manifold M = Ω/Γ

and a positive number T > 0, we denote by [Γ]T (resp. [Γ]singT , resp. [Γ]r1T ) the set of conjugacy
classes of elements (resp. of non-rank-one elements, resp. of rank-one elements) γ ∈ Γ such that
ℓ(γ) ≤ T . When γ ∈ Γ is rank-one, we denote by L[γ] the Lebesgue measure on the rank-one
closed geodesic associated to γ, normalised to be a probability measure. The link between closed
geodesics on M and conjugacy classes of Γ is recalled in Section 2.7.
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Proposition 1.5. In the setting of Theorem 1.3, one can find constants 0 < δ < δΓ and C > 0
such that for any T > C,

(1) 1
CT e

δΓT ≤ #[Γ]T ≤ C
T e

δΓT ;

(2) #[Γ]singT ≤ eδT ;

(3)
1

#[Γ]r1T

∑

[γ]∈[Γ]r1
T

L[γ] −→
T→∞

m for the weak* topology.

In the case that M is compact, Proposition 1.5.(1) was previously established by Islam [Isl,
Th. 1.12] using different techniques. One may compare Proposition 1.5.(2) with another result of
Islam [Isl, Th. 1.11] concerning random walks on Γ. We prove a slightly more general version of
Proposition 1.5.(3) in Proposition 9.5 below.

1.3 The machinery of Patterson–Sullivan densities

The main idea to prove Theorem 1.3 is to use conformal densities (Definition 2.20), also called
Patterson–Sullivan densities. They are, for an arbitrary proper metric space (X, d) acted on by
a discrete subgroup Γ ⊂ Isom(X, d), families of finite measures (Patterson-Sullivan measures) on
the horoboundary ∂hX of (X, d). More precisely, Patterson–Sullivan measures are quasi-invariant
under the action of Γ, and there is an explicit formula for the Radon–Nikodym cocycle (see Defini-
tion 2.21). They were originally introduced by Patterson [Pat76] and Sullivan [Sul79] for discrete
groups of isometries of real hyperbolic spaces, whose horoboundary is the boundary at infinity.
They were later used in much more general geometric settings, such as non-positively curved
Riemannian manifolds by Knieper [Kni98], CAT(−1)-spaces by Roblin [Rob03], and even CAT(0)-
spaces by Picaud–Link [LP16] and Ricks [Ric21]. In all these settings, the horoboundary is equal
to the visual boundary.

Conformal densities were also brought to convex projective geometry, in the strictly convex
and smooth case by Crampon in his PhD thesis [Cra11] and recently by F. Zhu [Zhu], and in the
non-strictly convex case in dimension 3 by Bray [Bra20a]. While Zhu does not adapt Knieper’s
work (hence does not prove the existence and uniqueness of the measure of maximal entropy), his
adaptation of Roblin’s results goes further than in the present paper, enabling him for instance to
obtain more precise estimates for various counting problems. In the paper [BZ], the author and
Zhu generalise the results of [Zhu] to the non-strictly convex case.

Let M = Ω/Γ be a convex projective manifold. If ∂Ω is smooth, then the horoboundary ∂hΩ is
the projective boundary ∂Ω (see Fact 2.26). When ∂Ω is not smooth, the situation is more delicate
since ∂hΩ is different from ∂Ω. To handle this difficulty, Bray’s strategy was to weaken the definition
of conformal densities so that it has a meaning on ∂Ω. We will do something slightly different:
we will use a result of Walsh [Wal08, Th. 1.3], who proved in general that the horoboundary ∂hΩ
dominates ∂Ω, in the sense that the identity on Ω extends to a continuous map ∂hΩ → ∂Ω, which
is onto by density of Ω. We will define conformal densities on ∂Ω simply as the push-forwards of
conformal densities on ∂hΩ by the natural projection ∂hΩ → ∂Ω.

Let us detail the steps that we will follow below, adapted from the general theory of conformal
densities. Recall that conformal densities depend on a parameter δ ≥ 0. Fix o ∈ Ω.

1. Construct a δΓ-conformal density (this is actually very general, see Fact 2.22).

2. Given δ ≥ 0 and a δ-conformal density (µx)x∈Ω on ∂hΩ, construct a measure on ∂hΩ
2 × R

which is invariant under the actions of Γ and R, and equivalent to µo×µo times the Lebesgue
measure. Derive from it a (φt)t∈R-invariant measure on T 1M , called the induced Sullivan
measure.

3. Given δ ≥ 0 and a δ-conformal density (µx)x∈Ω on ∂hΩ, prove a Hopf–Tsuji–Sullivan–Roblin
(HTSR) dichotomy. It states in particular that the sum

∑

γ∈Γ e
−δdΩ(o,γo) is infinite if and

only if the induced Sullivan measure is ergodic under the geodesic flow; in this case δ = δΓ,
the δΓ-conformal density is unique and its induced Sullivan measure is called the Bowen–
Margulis measure. Recall that ergodic means that any (φt)t∈R-invariant measurable set has
null or full measure. (A set has full measure if its complement has null measure.)
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4. Assuming that
∑

γ∈Γ e
−δΓdΩ(o,γo) is infinite, prove that if the Bowen–Margulis measure is

finite, then it is mixing under the geodesic flow.

5. Use mixing to solve counting problems. There are many counting problems, such as estimat-
ing, as R tends to infinity, the number of points in a fixed orbit Γ · o that lie in the ball of
radius R centred at o, or the number of closed geodesics with length less than R.

As we are particularly interested in the compact case, we decided to follow, instead of Rob-
lin’s, Knieper’s approach. It gives estimates for the number of closed geodesics with length
less than R as R grows, but also establishes that the Bowen–Margulis measure is the unique
measure with maximal entropy.

Recall that if
∑

γ∈Γ e
−δΓdΩ(o,γo) = ∞, then Γ is said to be divergent ; this notion does not depend

on the Γ-invariant properly convex open set Ω ⊂ P(V ), see Section 2.5.
One strength of the theory of conformal densities in the various geometric settings we have men-

tioned is that many properties of compact manifolds still hold under the following much weaker
assumptions: asking Γ to be divergent and the Bowen–Margulis measure to be finite. For exam-
ple, these assumptions hold if Γ acts convex cocompactly on Ω and M = Ω/Γ is rank-one (see
Proposition 1.7).

Another broad class of manifolds which are generally well understood are the geometrically
finite manifolds. In some settings, such as Riemannian geometry with variable negative curva-
ture, there is no implication between geometric finiteness and finiteness of the Bowen–Margulis
measure (see [Rob03, §1.F]). Crampon–Marquis [CM14a, Def. 1.4] defined geometrically finite con-
vex projective manifolds M = Ω/Γ in the case where Ω is strictly convex and ∂Ω is smooth.
They carefully investigated the dynamics of the geodesic flow on these manifolds, without using
conformal densities. In particular they extended Benoist’s result that the flow is uniformly hyper-
bolic [CM14b, Th. 1.2] (under an additional assumption of asymptotically hyperbolic cusps). Zhu
and the author [BZ, Th.C] proved (generalising earlier results by Zhu [Zhu, Th. 10 & Prop. 14])
that for these manifolds Γ is divergent and the Bowen–Margulis measure is finite.

1.4 The Hopf–Tsuji–Sullivan–Roblin dichotomy

Let us explain more precisely Steps 1, 2 and 3 of the previous section. Let M = Ω/Γ be a non-
elementary rank-one convex projective manifold. On the one hand, Steps 1 and 2, i.e. constructing
a δΓ-conformal density on ∂hΩ and the induced Sullivan measure on T 1M , do not require major
changes compared to the case where M is a real hyperbolic manifold; these steps are done in
Sections 2.9 and 3.3. On the other hand, Step 3, namely the HTSR dichotomy, is more delicate;
let us state it formally. For this, we need to recall the definition of two limit sets, both contained
in the full orbital limit set.

The conical limit set of the action of Γ on Ω is denoted by Λcon
Ω (Γ) (or simply Λcon when the

context is clear), and defined as follows. Fix o ∈ Ω, then ξ ∈ ∂Ω belongs to Λcon if there exists a
sequence (γn)n∈N ∈ ΓN going to infinity such that the sequence (dΩ(γno, [o, ξ)))n∈N is bounded; this
does not depend on the choice of o. The proximal limit set of Γ, denoted by Λprox(Γ), or simply
Λprox when the context is clear, is the closure of the set of attracting fixed points of proximal
elements of Γ.

In general, Λcon ⊂ Λorb and Λprox ⊂ Λorb. Furthermore, Danciger–Guéritaud–Kassel [DGK,
Cor. 4.8 & Lem. 4.18] established that Γ acts convex cocompactly on Ω if and only if Ccor

Ω (Γ) is
non-empty and Λcon

Ω (Γ) and Λorb
Ω (Γ) are equal and closed.

In [Blab, Def. 1.1] we introduced a (φt)t∈R-invariant closed subset of T 1M , called the biproximal
unit tangent bundle and denoted by T 1Mbip; it consists of those vectors v ∈ T 1M such that
φ±∞ṽ ∈ Λprox for any lift ṽ ∈ T 1Ω. When M is rank-one and Γ is divergent, the following result
gives a new interpretation of T 1Mbip, as the support of the Bowen–Margulis measure on T 1M .

Theorem 1.6. Let o ∈ Ω ⊂ P(V ) be a pointed properly convex open set, and Γ ⊂ Aut(Ω) a discrete
subgroup with M = Ω/Γ rank-one and non-elementary. Let δ ≥ 0, let (νx)x∈Ω be a δ-conformal
density on ∂Ω and let m be the induced Sullivan measure. Then there are two possibilities:

(1) either
∑

γ e
−δdΩ(o,γo) < ∞, and then νo(Λ

con) = 0 and the dynamical systems (T 1M,φt,m),

(Geod∞(Ω),Γ, ν2o ) and (T 1Ω,Γ× R, m̃) are dissipative and non-ergodic;
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(2) or
∑

γ e
−δdΩ(o,γo) = ∞, in which case δ = δΓ (and Γ is divergent), and

• (νx)x∈Ω is the only δΓ-conformal density (up to a scalar multiple), and m is called the
Bowen–Margulis measure on T 1M ;

• νo(∂sseΩ∩Λprox ∩Λcon) = νo(∂Ω) and νo is non-atomic, in particular supp(m) = T 1Mbip;

• (T 1M,φt,m), (∂Ω2,Γ, ν2o) and (T 1Ω,Γ× R, m̃) are conservative and ergodic;

• if m is finite then it is mixing.

In (1) we denote by Geod∞(Ω) the space of straight geodesics of Ω, which consists of pairs
(ξ, η) ∈ ∂Ω2 such that [ξ, η]∩Ω is non-empty. Reminders on the dynamical notions of dissipativity
and conservativity are given in Section 2.11.

To establish the mixing property in Theorem 1.6.(2) when m is finite, we use Babillot’s strategy
of proof [Bab02], and also some general results of Coudène [Cou13] in ergodic theory that are
inspired by [Bab02]. In particular, cross-ratios of quadruples of points on the boundary of a
properly convex open set are a crucial component of the proof of the mixing property. Zhu proved
the mixing property [Zhu, Th. 18] in the case where Ω is strictly convex with C1 boundary by using
the same strategy.

As we explained in Section 1.3, in order to prove Theorem 1.3 we will use Theorem 1.6.(2);
hence we need to check that the latter can be applied to the case where Γ acts convex cocompactly
on Ω and M = Ω/Γ is rank-one. This is the goal of the next proposition.

Proposition 1.7. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a convex cocompact
discrete subgroup. Suppose M = Ω/Γ is rank-one and non-elementary. Then Γ is divergent, and
the Bowen–Margulis measure is finite.

In another article [Blaa], we prove that for any non-elementary rank-one compact convex pro-
jective manifold M = Ω/Γ, we have Λprox = ∂Ω. This implies that T 1Mbip = T 1M , and from
Theorem 1.6 and Proposition 1.7 we derive the following.

Corollary 1.8. The measure of maximal entropy of any non-elementary rank-one compact convex
projective manifold has full support.

Benoist [Ben04, Prop. 6.7] proved that, in the setting of Corollary 1.8, if M is not hyperbolic,
then the measure of maximal entropy is singular with respect to the Lebesgue measure.

Organisation of the paper In Section 2 we collect definitions and basic properties in convex
projective geometry, on conformal densities and on entropy.

Sections 3 to 6 are based on Roblin’s work [Rob03]. In Section 3 we define the Hopf coordinates
and the Gromov product in the setting of convex projective geometry, in order to make sense of
Sullivan’s formula [Sul79, Prop. 11], which defines Sullivan measures. In Section 4 we state and
prove a convex projective version of the Shadow lemma, a fundamental result in the study of
conformal densities. In Section 5 we establish the convergent case of the HTSR dichotomy. In
Section 6 we assume that Γ is divergent, and follow closely Roblin’s proof of HTSR dichotomy
in order to establish the convex projective version of Theorem 1.6.(2). The proof is divided into
several steps: proving that the conical limit set has full measure (Section 6.1); proving that ∂sseΩ
has full measure (Section 6.3); proving that the Bowen–Margulis measure is ergodic, and moreover
mixing when finite (Section 6.6); and finally proving that Λprox has full measure (Section 6.7).

Sections 7 to 9 are based on Knieper’s work [Kni98]. In Section 7 we collect some properties of
convex cocompact projective actions; in particular we prove Proposition 1.7, and give two refined
versions of the Shadow lemma (Lemma 4.2) which will be used in Section 8. In Section 8 we
prove Theorem 1.3. The main three steps are: estimating the measure of small dynamical balls
(Section 8.1); bounding from below the entropy of the Bowen–Margulis measure (Section 8.2);
proving the uniqueness of the measure of maximal entropy (Section 8.4). In Section 9 we establish
Proposition 1.5. The main steps are: bounding the number of rank-one closed geodesics from below
(Section 9.1) and from above (Section 9.2); bounding from above the number of non-rank-one closed
geodesics (Section 9.3); and finally proving the equidistribution of closed geodesics (Section 9.4).

7



•a •
x •

y •b

•

•

•
• • •

•

Ω

v φtv

Figure 1: The Hilbert metric and the geodesic flow (t = dΩ(x, y))
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2 Reminders

2.1 Properly convex open subsets of P(Rd+1) and their geodesic flow

In the whole paper we fix a real vector space V = Rd+1, where d ≥ 1. Let Ω ⊂ P(V ) be a properly
convex open set. Recall that Ω admits an Aut(Ω)-invariant proper metric called the Hilbert metric
and defined by the following formula: for (a, x, y, b) ∈ ∂Ω× Ω× Ω× ∂Ω aligned in this order (see
Figure 1),

dΩ(x, y) =
1

2
log([a, x, y, b]), (2.1)

where [a, x, y, b] is the cross-ratio of the four points, normalised so that [0, 1, t,∞] = t.
Recall that if Ω is an ellipsoid, then (Ω, dΩ) is the Klein model of the real hyperbolic space of

dimension d; if Ω is a d-simplex, then (Ω, dΩ) is isometric to Rd endowed with a hexagonal norm.
Any discrete subgroup Γ ⊂ PGL(V ) of automorphisms of Ω preserves dΩ, hence must act

properly discontinuously on Ω; therefore the quotient M = Ω/Γ is an orbifold. Furthermore, M is
a manifold if the action is free (i.e. if Γ is torsion-free, by Brouwer’s fixed point theorem, applied
to the convex hull of a finite orbit of a torsion element). Note that by Selberg’s lemma [Sel60], if Γ
is finitely generated, then it has a torsion-free finite-index subgroup. We will work in general with
Γ not necessarily torsion-free, so we set the notation T 1M = T 1Ω/Γ.

The straight lines of Ω can be parametrised to be geodesics, which are said to be straight.
However, an interesting feature in the non-strictly convex case is that when there are two coplanar
non-trivial segments in ∂Ω, one can construct geodesics which are not straight, see the broken
green segment in Figure 1. In order to define the geodesic flow we only take into account straight
geodesics: for v in T 1Ω, let t 7→ c(t) be the parametrisation of the projective line tangent to v such
that c is an isometric embedding from R to Ω and c′(0) = v. For t ∈ R we set φt(v) = c′(t) ∈ T 1Ω.
See Figure 1.

The geodesic flow on T 1Ω/Γ is well defined because the two actions of Aut(Ω) and (φt)t∈R on
T 1Ω commute. We denote by π : T 1M → M and π : T 1Ω → Ω the projections, we define the
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following metrics:

∀x, y ∈ M, dM (x, y) = min{dΩ(x̃, ỹ) : x̃, ỹ ∈ Ω lifts of x, y},

∀v, w ∈ T 1Ω, dT 1Ω(v, w) = max
0≤t≤1

dΩ(πφtv, πφtw),

∀v, w ∈ T 1M, dT 1M (v, w) = max
0≤t≤1

dΩ(πφtv, πφtw) ≤ min{dT 1Ω(ṽ, w̃) : ṽ, w̃ ∈ T 1Ω lifts of v, w}.

A very useful inequality is provided by the following lemma.

Lemma 2.1 ([Cra09, Lem. 8.3]). Let Ω be a properly convex open subset of P(V ). Let c1 and c2
be two straight geodesics parametrised with constant speed, but not necessarily with the same speed.
Then for all 0 ≤ t ≤ T ,

dΩ(c1(t), c2(t)) ≤ dΩ(c1(0), c2(0)) + dΩ(c1(T ), c2(T )).

See [Blab, §A] for a proof of the above lemma that fill in a missing detail in the original proof.

2.2 Terminology on convex sets and duality

We recall here some terminology on convex sets.

Notation 1. For any subset X of the projective space P(V ), the closure (resp. interior resp. bound-
ary) of X , denoted by X (resp. int(X) resp. ∂X), will always be considered with respect to P(V ).

Let K ⊂ P(V ) be properly convex.

• The relative interior (resp. relative boundary) of K, denoted by intrel(K) (resp. ∂relK) is its
topological interior (resp. boundary) with respect to the projective subspace it spans.

• For x ∈ K, the open face of x in K, denoted by FK(x), consists of the points y ∈ K such
that [x, y] is contained in the relative interior of a segment contained in K. The closed face
of x is FK(x) = FK(x).

• A point x ∈ ∂relK is said to be extremal (resp. strongly extremal) if FK(x) = {x} (resp.
x 6∈ FK(y) for y ∈ ∂relK r {x}); one says that K is strictly convex if all the points in the
relative boundary are extremal (and hence strongly extremal).

• Assume that K spans P(V ) and let ξ ∈ ∂K. A supporting hyperplane of K at ξ is a
hyperplane which contains ξ but does not intersect int(K). Note that there always exists
such a hyperplane. The point ξ is said to be a smooth point of ∂K if there is only one
supporting hyperplane of K at ξ, denoted by Tξ∂K.

Let us recall the notion of duality for properly convex open sets. We identify the dual projective
space P(V ∗) with the set of projective hyperplanes of P(V ). Let Ω be a properly convex open subset
of P(V ). The dual of Ω, denoted by Ω∗, is the properly convex open subset of P(V ∗) defined as
the set of projective hyperplanes which do not intersect Ω. We naturally identify PGL(V ) and
PGL(V ∗), then Aut(Ω) identifies with Aut(Ω∗), and the attracting (resp. repelling) fixed point of
the action on P(V ∗) of any biproximal element g ∈ PGL(V ) is x+

g ⊕ x0
g (resp. x−

g ⊕ x0
g).

Observe that a hyperplane H is a smooth point of ∂Ω∗ if and only if its intersection with Ω is
reduced to a singleton.

2.3 More metrics and upper semi-continuity of balls

In this section we define two metrics, one on the usual boundary ∂Ω of any properly convex open
set Ω ⊂ P(V ), and one on the closure Ω. These notions are used in the proofs of Lemma 4.4 and
Proposition 6.2.

Definition 2.2. Let x ∈ Ω ⊂ P(V ) be a pointed properly convex open set, and t > 0 be a positive
parameter.
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• Let ξ, η ∈ ∂Ω. The simplicial distance between ξ and η is defined as follows (and it is possibly
infinite).

dspl(ξ, η) := inf{k : ∃a0, . . . , ak ∈ ∂Ω : a0 = ξ, ak = η, ∀0 ≤ i < k, [ai, ai+1] ⊂ ∂Ω}.

• Let ξ, η ∈ Ω. When ξ and η are on the same open face F of Ω, we set dΩ(ξ, η) := dF (ξ, η),
and otherwise we set dΩ(ξ, η) to be infinite.

The open balls of radius R and centred at ξ are respectively denoted by Bspl(ξ, R) and BΩ(ξ, R).
Observe that dspl and dΩ are lower semi-continuous. In particular, closed balls for the metric dΩ

are upper semi-continuous with respect to the Hausdorff topology (in the sense of Fact 2.3 below).
Given a metrisable locally compact topological space X , recall that the Hausdorff topology on the
set of compact subsets of X is a metrisable topology such that a sequence of compact subsets
(Kn)n converges to K ⊂ X compact if and only if any converging sequence (xn)n ∈

∏

n Kn has its
limit in K, and any point of K is the limit of a sequence (xn)n ∈

∏

n Kn.

Fact 2.3. Let Ω ⊂ P(V ) be a properly convex open set. For any R > 0, the map

BΩ(·, R) : Ω −→ {compact subsets of Ω}
ξ 7→ BΩ(ξ, R)

is upper semi-continuous in the following sense: all accumulation points of BΩ(η,R) when η → ξ
must be contained in BΩ(ξ, R).

2.4 Benzécri’s compactness theorem and proper densities

In this section we recall Benzécri’s famous compactness theorem, and we see a first consequence for
PGL(V )-equivariant volume form on properly convex open sets. We denote by EV (resp. E•

V ) the
set of (resp. pointed) properly convex open set of P(V ) (resp. endowed with the pointed Hausdorff
topology).

Fact 2.4 ([Ben60, Ch. 5,§2,Th. 2]). The action of PGL(V ) on E•
V is continuous, proper and co-

compact.

We recall the notion of a proper density on the set of properly convex open sets. They prescribe
the way to choose a volume form on each properly convex open set in a PGL(V )-equivariant manner.
For the whole paper we fix a density VolP(V ) on P(V ), seen as a measure.

Definition 2.5. A proper density on EV is a map of the form Ω 7→ VolΩ, where Ω ⊂ P(V ) is a
properly convex open set and VolΩ is a density on Ω with Radon–Nikodym derivative f(x,Ω) > 0
with respect to VolP(V ), satisfying the following three conditions.

• (Continuity) The function f : E•
V → R>0 is continuous.

• (Monotone decreasing) Let (x,Ω) and (y,Ω′) ∈ EV . If x = y ∈ Ω ⊂ Ω′ then

f(x,Ω′) ≤ f(x,Ω).

• (PGL(V )-equivariance) For any T ∈ PGL(V ),

T∗VolΩ = VolT (Ω) .

See [Ver17] for more details and examples. We fix for the whole paper a proper density Ω 7→ VolΩ
on EV . One of the key observations that we will need on proper densities is that for any R > 0,
the following quantities are positive and finite (this is a direct consequence of Fact 2.4).

0 < χ−(R) := min
(x,Ω)∈E•

V

VolΩ(BΩ(x,R)) ≤ χ+(R) := max
(x,Ω)∈E•

V

VolΩ(BΩ(x,R)) < ∞. (2.2)
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2.5 The critical exponent

Let Γ ⊂ PGL(V ) be a discrete subgroup which preserves a properly convex open set Ω ⊂ P(V ).
We defined in the introduction (Sections 2.5 and 1.3) the critical exponent of Γ and when Γ is
divergent. In this section we explain why these definitions do not depend on Ω.

Recall that V = Rd+1 has a canonical Euclidean structure. For any g ∈ GL(V ) = GLd+1(R),
we denote by µ1(g) ≥ · · · ≥ µd+1(g) the singular values of g. For any g ∈ PGL(V ), we set

κ(g) :=
1

2
log

(
µ1(g̃)

µd+1(g̃)

)

,

where g̃ ∈ GL(V ) is any lift of g.

Fact 2.6 ([DGK, Prop. 10.1]). Let Ω ⊂ P(V ) be a properly convex open subset and let x ∈ Ω.
Then there exists a constant C > 0 such that for any g ∈ Aut(Ω), one has

|dΩ(x, gx)− κ(g)| ≤ C.

As a consequence, if Γ ⊂ PGL(V ) is a discrete subgroup which preserves a properly convex
open set Ω ⊂ P(V ), then

δΓ = lim sup
r→∞

1

r
log (#{γ ∈ Γ : κ(γ) ≤ r}) , (2.3)

and
Γ is divergent if and only if

∑

γ∈Γ

e−δΓκ(γ) = ∞. (2.4)

If Γ does not preserve any properly convex open set, then we take (2.3) and (2.4) as definitions.
We end this section with the following classical fact, which is a consequence for instance of

the Tits alternative and of the sub-additivity of κ. It applies to all strongly irreducible discrete
subgroups of PGL(V ), and non-elementary rank-one discrete groups of properly convex open sets.

Fact 2.7. Let Γ ⊂ PGL(V ) be a discrete subgroup that is not virtually solvable. Then δΓ > 0.

2.6 Proximal linear transformations

In this section we recall the notion of a proximal linear transformation, which was used in the
definition of the proximal limit set Λprox and the biproximal unit tangent bundle T 1Mbip.

Notation 2. If W1 and W2 are two subspaces of V such that W1∩W2 = {0}, we write W1⊕W2 ⊂ V
for their direct sum and P(W1) ⊕ P(W2) = P(W1 ⊕W2) for its projectivisation. In particular, if
x, y ∈ P(V ) are two distinct points, we write x⊕ y for the projective line through x and y.

Definition 2.8. A linear transformation g ∈ End(V ) is proximal if it has exactly one complex
eigenvalue with maximal modulus among all eigenvalues, and if this eigenvalue has multiplicity 1.
The associated eigenline in P(V ) is the attracting fixed point of g and is denoted by x+

g .
An invertible linear transformation g ∈ GL(V ) is said to be biproximal if g and g−1 are proximal.

The attracting fixed point of g−1 is the repelling fixed point of g and is denoted by x−
g . The

projective line x+
g ⊕x−

g (see Notation 2) is the axis of g and is denoted by Axis(g). The g-invariant
complementary subspace to the axis of g is denoted by x0

g. Note that the notions of biproximality,
attracting/repelling fixed point, and axis, are well defined for the image of g in PGL(V ).

More generally for any projective transformation g ∈ PGL(V ), one can define the attracting
subspace x+

g of g as the span of all generalised eigenspaces associated to eigenvalues with maximal
norm, and x0

g and x−
g can be defined similarly.

Remark 2.9. The set of proximal linear transformations is open in End(V ), and the map send-
ing a proximal linear transformation to the pair (attracting fixed point, maximal eigenvalue) is
continuous.
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Remark 2.10. As observed by Benoist [Ben97, Lem. 3.6.ii], for any irreducible subgroup Γ ⊂
PGL(V ) which contains a proximal element, the proximal limit set is the smallest closed Γ-invariant
non-empty subset of P(V ); in particular, the action of Γ on Λprox is minimal (i.e. any orbit is dense).
Indeed, consider any proximal element γ ∈ Γ, and let P(W ) ⊂ P(V ) be the γ-invariant comple-
mentary subspace to x+

γ . By irreducibility, any closed Γ-invariant non-empty subset X ⊂ P(V )
contains a point x outside P(W ), and then x+

γ , which is the limit of the sequence (γnx)n∈N, belongs
to X .

2.7 Periodic straight geodesics and elements of Γ

In this section we recall the link between periodic geodesics in T 1Ω/Γ and conjugacy classes of Γ.
Let Ω ⊂ P(V ) be a properly convex open set. Let g ∈ Aut(Ω). Then

ℓ(g) = inf{dΩ(x, g · x) : x ∈ Ω} ≥ 0. (2.5)

Where ℓ(g) was defined in (1.1). The right-hand side of (2.5) is called the translation length of g.
See [CLT15, Prop. 2.1] for a proof.

Combined with an elementary computation, (2.5) yields:

Fact 2.11. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup;
denote Ω/Γ by M . Then for any lift in Ω of any periodic straight geodesic of M , there is an
automorphism γ ∈ Γ which preserves it and acts by positive translation on it. Let γ̃ ∈ GL(V )
be a lift of γ. The endpoints in ∂Ω of the geodesic are fixed by γ, the associated eigenvalues of
γ̃ are λ1(γ̃) and λd+1(γ̃), and the length of the geodesic in M is the translation length of γ. If
furthermore these endpoints are extremal (for example if γ is rank-one, see Definition 1.1), then
γ is biproximal.

Definition 2.12. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete
subgroup. Let γ ∈ Γ be a biproximal element whose axis meets Ω. Then the periodic geodesic
associated to γ is said to be biproximal, and the vectors along this geodesic are said to be biproximal
periodic.

There are cases where γ ∈ Γ is biproximal but its axis does not intersect Ω (e.g. when Ω is a
triangle, or is symmetric). Then we cannot make sense of a straight periodic geodesic associated
to γ.

2.8 Biproximal vs rank-one periodic geodesics

In this section we explain when a biproximal periodic geodesic is rank-one. We saw in Fact 2.11
that a rank-one periodic geodesic is always biproximal. Conversely, the endpoints of a biproximal
periodic geodesic are smooth, but not always strongly extremal.

Fact 2.13 ([Blab, Lem. 3.1]). Let Ω ⊂ P(V ) be a properly convex open set. Let g be a biproximal
automorphism of Ω. Then Axis(g) ∩ Ω is non-empty if and only if x+

g is smooth; in this case
Tx+

g
∂Ω = x+

g ⊕ x0
g.

The following result is later completed by Corollary 6.9.

Fact 2.14 ([Blab, Lem. 3.2], [Isl, Prop. 6.3]). Let Ω ⊂ P(V ) be a properly convex open set. Let
g ∈ PGL(V ) be a biproximal automorphism of Ω. Then the following are equivalent:

(a) g is rank-one;

(b) x+
g , x

−
g ∈ ∂Ω are smooth and strongly extremal points;

(c) x+
g is strongly extremal;

(d) the element g seen as an automorphism of Ω∗ is rank-one;

(e) the axis of g in P(V ) intersects Ω, and the axis of g in P(V ∗) intersects Ω∗;
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(f) dspl(x
+
g , x

−
g ) ≥ 3.

Proof. In [Blab], the point (g) was missing, so we briefly check that it is equivalent to the other
points.

• (c) implies (g) because it implies that dspl(x
+
g , x

−
g ) = ∞.

• If dspl(x
+
g , x

−
g ) ≥ 3, then the axis of g in P(V ) intersects Ω so x+

g is smooth. Furthermore
x0
g does intersect ∂Ω, because otherwise dspl(x

+
g , x

−
g ) ≤ 2, since x+

g ⊕ x0
g and x−

g ⊕ x0
g are

supporting hyperplanes of Ω.

These characterisations of rank-one automorphisms yield a characterisation of rank-one mani-
folds. To see this we need the following fact.

Fact 2.15 ([Ben00, Prop. 1.1] & [Ben97, Lem. 3.6.iv]). Let Γ ⊂ PGL(V ) be a strongly irreducible
subgroup.

(1) If Γ preserves a properly convex open set Ω ⊂ P(V ), then it contains a proximal element.

(2) If Γ contains a proximal element, then {(x+
γ , x

−
γ ) : γ ∈ Γ biproximal} is dense in Λprox×Λprox.

Corollary 2.16. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a strongly irreducible
discrete subgroup. Then M = Ω/Γ is rank-one if and only if Λprox contains a two points at
simplicial distance at least 3.

Proof. IfM is rank-one, then Λprox contains two strongly extremal points by definition. Conversely,
if there exists ξ, η ∈ Λprox at simplicial distance at least 3. By lower semi-continuity of dspl and by
Fact 2.15.(2), there exists γ ∈ Γ such that dspl(x

+
γ , x

−
γ ) ≥ 3. By Fact 2.14.(f), γ is rank-one and

M as well.

Exemple 2.17 below is an elementary application of the previous result. It can also be seen as
a consequence of Zimmer’s higher-rank rigidity [Zim, Th. 1.4].

Example 2.17. Any 3-dimensional irreducible compact convex projective manifold is rank-one.

Proof. Let M = Ω/Γ be an irreducible compact convex projective manifold of dimension 3. By
[Ben06, Prop. 3.10.a], Λprox = ∂Ω, and by [Ben06, Th. 1.1.d & Prop. 3.8], ∂Ωr ∂sseΩ is contained
in the union of countably many properly embedded triangles (PET) (namely PES’s of dimension
2) of Ω. These cannot cover the whole boundary ∂Ω (for instance because they have Lebesque
measure zero), hence there is a point in ∂sseΩ = ∂sseΩ ∩ Λprox. By irreducibility, there is another
one, and we can conclude using Corollary 2.16.

Remark 2.10 and Fact 2.15 are useful results, and we will need them to hold for certain discrete
groups Γ ⊂ PGL(V ) that are not necessarily irreducible. The following fact is exactly what will be
needed. Its proof is quite similar to the proof of Fact 2.15, yet somehow easier, because rank-one
elements are easier to manipulate than general biproximal elements (in particular when there is no
invariant properly convex open set).

Fact 2.18 ([BZ]). Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a non-elementary
rank-one discrete subgroup. Then Λprox ⊂ Ω is the smallest Γ-invariant closed subset, and it has no
isolated point. Furthermore, {(x+

γ , x
−
γ ) ∈ Λprox×Λprox : γ ∈ Γ rank-one} is dense in Λprox×Λprox.

2.9 Horoboundaries and Patterson–Sullivan densities

In this section we recall the classical definitions of horofunctions and horoboundary, and how they
can be used to define Patterson–Sullivan densities.

Definition 2.19. Let (X, d) be a proper metric space. The horofunction at points x, y, z ∈ X is
defined as follows :

bz(x, y) = d(x, z)− d(y, z).
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We now recall the definition of the horocompactification. By a compactification of a topological
space X we mean a compact topological space Y together with an embedding X →֒ Y with open
and dense image; then the subset Y rX = ∂Y X is called the boundary of the compactification.
Another compactification Z dominates Y if there is a continuous map from Z to Y which is
compatible with the embeddings of X . Using the Arzelà–Ascoli theorem, one can show that the
following is well defined.

Definition 2.20 ([Gro81, §3]). Let (X, d) be a proper metric space. The horocompactification of

(X, d) is the smallest compactification X
h

of X such that z 7→ bz(x, y) extends continuously to X
h

for every x, y ∈ X . The horoboundary ∂hX of (X, d) is the boundary of X
h

.

Note that X
h

is metrisable and the function (ξ, x, y) ∈ X
h

×X ×X 7→ bξ(x, y) is continuous.

Any isometry of X extends continuously to a bi-Lipschitz homeomorphism of X
h

.
We now recall the definition of Patterson–Sullivan measures on the horoboundary of a proper

metric space.

Definition 2.21. Let (X, d) be a proper metric space. Let Γ < Isom(X, d) be a discrete subgroup.
Given δ ∈ R, a (Γ-equivariant) δ-conformal density on ∂hX is a family of finite measures (µx)x∈X

on ∂hX such that

• µy is absolutely continuous with respect to µx for all x, y ∈ X , and the Radon–Nikodym
derivative is :

dµy

dµx
(ξ) = e−δ bξ(y,x);

(This implies that the family is entirely determined by µo for any o ∈ X .)

• for every γ ∈ Γ and x ∈ X the push-forward by γ of µx is :

γ∗µx = µγx.

Let us recall the classical example of a conformal density, which we will need in this paper. For
any measured metric space (X, d, µ) with infinite mass, the volume entropy is, for any o ∈ X ,

δµ := lim sup
r→∞

logµ(BX(o, r))

r
∈ R≥0 ∪ {∞}. (2.6)

Fact 2.22 ([Pat76, §3]). Let (X, d) be a proper metric space, let o ∈ X be a basepoint, let Γ be
a non-compact closed subgroup of Isom(X, d) and let Vol be a Γ-invariant Radon measure on X.
We assume that the volume entropy δVol is finite. Then there exists a continuous non-decreasing
function h : R+ → R>0 such that

•
∫

x∈X
h(d(o, x))e−δVold(o,x) dVol(x) = ∞,

• for every ǫ > 0, there exists R > 0 such that h(r + t) ≤ eǫth(r) for any r ≥ R and t ≥ 0.

Furthermore, if we define, for s > δVol, the probability measure µo,s on X such that

µo,s(A) =

∫

x∈A
h(d(o, x))e−sd(o,x) dVol(x)

∫

x∈X
h(d(o, x))e−sd(o,x) dVol(x)

,

for any Borel subset A ⊂ X, then any accumulation point of (µo,s)s→δVol
in the space P(X

h

) of

probability measures on X
h

is supported on ∂hΩ and is a δVol-conformal density.

A typical example of Γ-invariant Radon measure on X is push-forward by an orbital map of
the Haar measure on Γ.

Let Ω ⊂ P(V ) be a properly convex open set. One can check that the critical exponent δΓ of
any discrete group Γ ⊂ Aut(Ω) is equal to the volume entropy of the push-forward by any orbital
map of the counting measure on Γ, and also that δΓ ≤ δVolΩ .

Fact 2.23 ([Tho17, Th. 2]). Let Ω ⊂ P(V ) be a properly convex open set. Then δVolΩ ≤ dim(V )−2.
In particular, for any discrete subgroup Γ ⊂ Aut(Ω), the numbers δΓ and δVolΩ are finite.

This will allow us to apply Fact 2.22 to our convex projective setting.
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2.10 The horoboundary of a properly convex open set

In this section we recall results on the horoboundary of a properly convex open set that were
mentioned in the introduction. A direct and elementary proof of the following result may be found
in [Bla21, Fact 6.1.2].

Fact 2.24 ([Wal08, Th. 1.3]). Let Ω ⊂ P(V ) be a properly convex open set. Then the horocom-

pactification Ω
h

dominates the projective compactification Ω.

Notation 3. Given a properly convex open set Ω ⊂ P(V ), we denote by πh the map ∂hΩ → ∂Ω.

Definition 2.25. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete
subgroup. For δ ≥ 0, a δ-conformal density on ∂Ω is the push-forward by πh of a δ-conformal
density on ∂hΩ. Note that such a family is made of Γ-quasi-invariant measures.

If it was not true that ∂hΩ dominates ∂Ω, we could have considered a common refinement of
∂hΩ and ∂Ω, where the conformal densities are also well defined.

Thanks to the following fact, we will from now on abusively identify any smooth point on the
projective boundary with its preimage in the horoboundary.

Fact 2.26 ([Bra20a, Lem. 3.2]). Let Ω ⊂ P(V ) be a properly convex open set. Let ξ be a smooth
point of ∂Ω. Then it has only one preimage by πh : ∂hΩ → ∂Ω.

2.11 The Hopf decomposition and quotients of measures

Let us fix for the whole section a locally compact, secound countable and unimodular group G
acting measurably on a standard Borel space X , and a G-invariant and σ-finite measure m̃ on X ;
fix a Haar measure on G, denoted by dg, and an integrable positive function σ on X . For any
non-negative measurable function f on X , we denote by

∫

G
f the G-invariant measurable function

defined by
∫

G f(x) =
∫

G f(gx) dg; this also denotes the induced function on G\X .
A measurable subset A ⊂ X is said to wandering under the action of G if for m̃-almost any

x ∈ A, the transporter T (x,A) := {g ∈ G : gx ∈ A} is relatively compact. The following fact is
classical, and serves as a definition of the Hopf decomposition.

Fact 2.27. Let C := {
∫

G σ = ∞} and D := {
∫

G σ < ∞} ⊂ X. The decomposition X = C ⊔ D
is a Hopf decomposition, in the sense that every wandering subset of C has m̃-measure zero, and
D is a countable union of wandering subsets of X. Any two Hopf decompositions agree on some
m̃-full subset of X. The dynamical system (X,G, m̃) is said to be conservative (resp. dissipative)
if m̃(D) = 0 (resp. m̃(C) = 0).

Proof. Let A ⊂ C be a measurable subset, and let us prove that
∫

G
1A is infinite on m̃-almost every

point of A. On the one hand, if, for R > 0, we denote AR := {
∫

G 1A ≤ R} ∩ A, then

∫

X×G

σ(gx)1AR
(x) dg dm̃(x) = ∞ · m̃(AR),

while on the other hand, since G is unimodular and m̃ is G-invariant,

∫

X×G

σ(gx)1AR
(x) dg dm̃(x) =

∫

X×G

σ(x)1AR
(gx) dg dm̃(x)

=

∫

X

σ

(∫

G

1AR

)

dm̃

≤ R

∫

X

σ dm̃ < ∞.

Therefore m̃(AR) = 0 for any R > 0, hence m̃(∪RAR) = 0. For any compact subset K ⊂ G, we
consider BK := {

∫

K σ > (1/2)
∫

G σ} ⊂ D, and observe that it is wandering. Indeed if x ∈ BK

and g ∈ G are such that gx ∈ BK , then
∫

K
σ(x) +

∫

Kg
σ(x) >

∫

G
σ(x), thus K ∩ Kg 6= ∅ and

g ∈ K−1 ·K which is compact. Furthermore D = ∪nBKn
if G = ∪nKn.
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Note that if the action of G on X is smooth (namely G\X is a standard Borel space) and has
compact stabilisers, then (X,G, m̃) is dissipative. In particular, this observation applies when X is
a locally compact second countable topological space and the action of G is continuous and proper.

Definition 2.28. If (X,G, m̃) is dissipative, the quotient of m̃ on G\X is defined as

m :=

(∫

G

σ

)−1

π∗(σm̃),

where π denotes the projection X → G\X . For any non-negative (or integrable) function f on X ,

∫

X

f dm̃ =

∫

G\X

(∫

G

f

)

dm,

and m is independent of the choice of σ (but it depends on the choice of dg).

Fact 2.29. Suppose G contains a unimodular, normal and closed subgroup H whose action on X
is dissipative and smooth; fix a Haar measure on H. Set π : X → H\X and m to be the quotient
of m̃ on H\X; this measure is G/H-invariant. Then the Hopf decomposition of X projects under
π onto the Hopf decomposition of H\X. In particular, (X,G, m̃) is conservative (resp. dissipative)
if and only if (H\X,G/H,m) is conservative (resp. dissipative).

Proof. Observe that the Haar measure on G/H is the quotient of the Haar measure on G by the
action ofH . Therefore, if σ is a positive integrable function on X , then

∫

H σ is a positive integrable

function on H\X , and
∫

G σ =
∫

G/H

∫

H σ. Moreover, for any G-invariant measurable subset Ã ⊂ X

whose projection A in H\X is measurable, m̃(Ã) =
∫

H\X

(∫

H 1Ã
)
dm =

∫

H\X ‖HaarH‖1A dm is

zero if and only if m(A) = 0 (with the convention ∞ · 0 = 0).

Recall that if the action of G is continuous, then a point x ∈ X is said to be recurrent if for any
neighbourhood U of x, the set {g ∈ G : gx ∈ U} is not relatively compact; if G = R, then x is call
forward recurrent (resp. backward recurrent) if {t > 0 : φty ∈ U} ⊂ R (resp. {t < 0 : φty ∈ U} ⊂ R)
is unbounded. The following fact is classical and will be used in Section 6.3.

Fact 2.30. Assume that X is a locally compact topological space with countable basis, and that the
action of G is continuous.

1. If m̃ is conservative, then m̃-almost all points are recurrent;

2. if m̃ is conservative and G = R, then m-almost all points are forward and backward recurrent;

3. if m̃ is ergodic, then m̃-almost all points have a dense G-orbit in supp(m̃);

4. if m̃ is ergodic and conservative, and G = R, then m̃-almost all points have a dense forward
orbit and a dense backward orbit in supp(m̃).

2.12 Criterions for ergodicity and for mixing

Inspired by Babillot’s proof of mixing [Bab02], Coudène stated and proved a criterion for the
ergodicity property, and another for the mixing property, both based on the following definition.

Definition 2.31. Consider a Borel flow (φt)t∈R on a metric space (X, d). For each point x ∈ X
we define the strong stable manifold

W ss(x) = {y ∈ X : d(φtx, φty) −→
t→∞

0}.

We define the strong unstable manifold Wus(x) to be the strong stable manifold of the time-reversed
flow. Consider a (φt)t∈R-invariant σ-finite measure on X . A measurable function f : X → R is
said to be W ss-invariant when there exists a measurable subset E ⊂ X with full measure such
that for all x and y in E, if they are on the same strong stable manifold then f(x) = f(y). The
notion of W su-invariance is similarly defined.
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Coudène’s criteria are the following.

Fact 2.32 ([Cou07a]). Let (X, d) be a metric space, (φt)t a measurable flow on it, m a conservative
(φt)t-invariant measure, and assume that some m-full subset of X is covered by a countable family
of open sets with finite m-measure. If every W ss, W su and (φt)t-invariant measurable function is
essentially constant then the flow is ergodic.

Fact 2.33 ([Cou07b]). Consider a Borel flow preserving a finite measure on a metric space. If
every W ss- and W su-invariant Borel function is essentially constant then the flow is mixing.

2.13 Topological entropy

In this section we recall the definition of topological entropy.

Definition 2.34. Let φ = (φt)t∈R be a continuous flow on a compact metric space (X, d).

• Let ǫ > 0. A subset S ⊂ X is (d, ǫ)-separated if d(s, s′) ≥ ǫ for all s 6= s′ in S. We denote by
N(d, ǫ) the maximal cardinality of such a set S.

• Let ǫ > 0. A subset S ⊂ X is (d, ǫ)-spanning if for any x ∈ X , there exists s ∈ S with
d(x, s) < ǫ. We denote by S(d, ǫ) the minimal cardinality of such a set S.

• We take the classical notation d(t)(x, y) := max0≤s≤t d(φsx, φsy) for t ≥ 0 and x, y ∈ X ; this
defines a family of metrics on X .

• The topological entropy of φ on X is:

htop(φ) := lim
ǫ→0

lim sup
t→∞

logN(d(t), ǫ)

t
= lim

ǫ→0
lim sup
t→∞

logS(d(t), ǫ)

t
.

One defines similarly the topological entropy of a homeomorphism by replacing t ∈ R≥0 by
n ∈ Z≥0 in Definition 2.34. Note that if φ = (φt)t∈R is a continuous flow on a compact metric
space (X, d), then the topological entropies of the flow and of the underlying time-one map are
the same. Also note that the the reparametrised flow (φkt)t∈R, where k ∈ R 6=0, has topological
entropy equal to |k| times the topological entropy of (φt)t∈R.

Remark 2.35. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup; set
M = Ω/Γ. Then by definition, for any t ≥ 0, for all v, w ∈ T 1M and all possible lifts ṽ, w̃ ∈ T 1Ω,

d
(t)
T 1M (v, w) = max

0≤s≤t+1
dM (πφsv, πφsw) ≤ d

(t)
T 1Ω(ṽ, w̃) = max

0≤s≤t+1
dΩ(πφsṽ, πφsw̃).

Yet, we will sometimes prefer to work with dynamical balls in the universal cover, and this is why
we introduce another notation (which is a bit sloppy unfortunately). For t ≥ 0 and v, w ∈ T 1M ,

d̃
(t)
T 1M (v, w) := min{d

(t)
T 1Ω(ṽ, w̃) : ṽ, w̃ ∈ T 1Ω lifts of v, w},

and we denote by B̃
(t)
T 1M (v,R) the open ball of radius R ≥ 0 and centred at v ∈ T 1M for the metric

d̃
(t)
T 1M . Observe that d̃

(t)
T 1M ≥ d

(t)
T 1M and that we do not have equality in general; however we have

equality on {d
(t)
T 1M < inj(M)/2}, where inj(M) is the injectivity radius of M , namely

inj(M) := inf{dΩ(x, γx) : x ∈ Ω, γ ∈ Γr {id}}, (2.7)

To conclude this section, we give a relation between the critical exponent, the volume entropy
and the topological entropy, which is originally due to Manning [Man79]. Our setting is not exactly
the same as his, but the proof works perfectly thanks to Fact 2.1 and Selberg’s Lemma.

Fact 2.36. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a convex cocompact,
strongly irreducible and discrete subgroup. Let Vol be a Γ-invariant Radon measure on Ccor

Ω (Γ).
Then

δΓ = δVol ≥ htop(T
1Mcor, (φt)t∈R) ≥ htop(T

1Mbip, (φt)t∈R).
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Proof. The fact that htop(T
1Mcor, (φt)t∈R) ≥ htop(T

1Mbip, (φt)t∈R) is immediate from the defini-
tion of topological entropy.

Let us prove that δΓ = δVol. Consider o ∈ Ccor and R > 0 large enough such that Γ · BΩ(o,R)
contains Ccor (which is acted on cocompactly by Γ). Then, on the one hand,

Vol(BΩ(o, r)) ≤
∑

γ:dΩ(o,γo)≤r+R

Vol(BΩ(γo,R)) ≤ Vol(BΩ(o,R))#{γ : dΩ(o, γo) ≤ r +R}

for any r > 0, hence δVol ≤ δΓ, and Vol(BΩ(o,R)) > 0.
On the other hand, consider C = #{γ : dΩ(o, γo) ≤ 2R}, so that for any r > 0, one can find

a subset A of {γ : dΩ(o, γo) ≤ r} with size greater than C−1#{γ : dΩ(o, γo) ≤ r} − 1 and whose
image by the orbital map γ 7→ γo is (2R, dΩ)-separated; then

C−1#{γ : dΩ(o, γo) ≤ r} − 1 ≤ Vol(BΩ(o,R))−1
∑

γ∈A

Vol(BΩ(γo,R))

≤ Vol(BΩ(o,R))−1 Vol(BΩ(o, r +R)),

therefore δΓ ≤ δVol.
Let us prove that δΓ ≥ htop(T

1Mcor, (φt)t∈R). Fix ǫ > 0, and fix a maximal (ǫ/4, dΩ)-spanning
set A of BΩ(o,R). Let Br be the set of vectors based at a point of A and pointing at a point
of {γa : a ∈ A, dΩ(o, γo) ≤ r + 2R}; for each ṽ ∈ Br choose v′ ∈ T 1Mcor at distance less
than ǫ/2 from the projection in T 1M of ṽ (when such a vector exists), and denote by B′

r the

collection of v′. By Fact 2.1, B′
r is a (ǫ, d

(r)
T 1M )-spanning set of T 1Mcor for any r > 0. Furthermore

#B′
r ≤ #Br ≤ #A2 ·#{γ : dΩ(o, γo) ≤ r + 2R}, hence δΓ ≥ htop(T

1Mcor, (φt)t∈R).

We will see in Proposition 8.4 that htop(T
1Mcor, (φt)t∈R) = δΓ.

2.14 Measure-theoretic entropy

Definition 2.37. Let f be an inversible measurable map of a measurable space X , which preserves
a probability measure µ. Let P be a finite measurable partition of X .

• The entropy of P is

Hµ(P) := −
∑

P∈P

µ(P ) logµ(P ).

• For each integer n ≥ 1, we set

P(n) := {P0 ∩ f−1P1 ∩ · · · ∩ f−n+1Pn−1 : Pk ∈ P , 0 ≤ k ≤ n− 1}.

• The entropy of f with respect to µ and P is

Hµ(f,P) := lim
n→∞

Hµ(P(n))

n
.

• The entropy of f with respect to µ is

hµ(f) := sup{Hµ(f,Q) : Q measurable partition}.

Let us now consider a measurable flow (φt)t∈R on a measurable space X preserving a probability
measure µ. The entropy of the flow is defined to be the entropy of the time-one map φ1.

Remark 2.38. The reparametrised flow (φkt)t∈R has measure-theoretic entropy equal to |k| times
the measure-theoretic entropy of (φt)t∈R.

The relation between topological and measure-theoretic entropies is given by the following
famous principle, for more details see [HK95, Th. 4.5.3].
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Fact 2.39 (Variational Principle). Let φ = (φt)t∈R a continuous flow on a compact metric space
(X, d). Denote by Pφ(X) the set of φ-invariant probability measures on X. Then

htop(φ) = sup
µ∈Pφ(X)

hµ(φ).

We recall the definition of entropy-expansive maps from Bowen [Bow72].

Definition 2.40. Consider a homeomorphism f of a metric space (X, d) and ǫ > 0. The map f
is said to be (d, ǫ)-entropy-expansive if for each x ∈ X , the action of f on the Bowen ball

Zǫ(x) := {y ∈ X : ∀n ∈ Z, d(fnx, fny) ≤ ǫ}

has zero entropy.

Remark 2.41. If f is (d, ǫ)-entropy-expansive then fn is (d(n), ǫ)-entropy-expansive.

The following is one of the main property of entropy-expansive maps.

Fact 2.42 ([Bow72, Th. 3.5]). Let ǫ be a positive number; let f be a ǫ-entropy-expansive homeo-
morphism of a metric space (X, d); let µ be a f -invariant probability measure on X; let P be a
finite measurable partition all of whose elements have diameter less than ǫ. Then

hµ(f) = Hµ(f,P).

Remark 2.43. Let ǫ > 0; let f be an ǫ-entropy-expansive homeomorphism of a metric space (X, d).
Fact 2.42 tells us that the measure-theoretic entropy depends upper semi-continuously on the
measure (with respect to the weak* topology), and that there exists a measure of maximal entropy
if X is compact.

The geodesic flow on a convex projective manifold is entropy-expansive if the injectivity radius
is non-zero.

Fact 2.44 ([Bra20b, Th. 6.2]). Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a
discrete subgroup. Let us assume that the injectivity radius of M = Ω/Γ is non-zero. Then the
time-one map of the geodesic flow on T 1M is (dT 1M , ǫ0/3)-entropy-expansive.

It applies in particular if Γ acts convex cocompactly on Ω and if Γ is torsion-free. However,
we will consider cases where Γ is not torsion-free, and the geodesic flow on T 1M is not entropy-
expansive: for instance if Ω is the Poincaré disk and Γ is a cocompact triangle group. To overcome
this issue, we will use Selberg’s lemma (if Γ acts convex cocompactly on Ω, then it is finitely
generated — see [BH99, Th. 8.10]) and the following elementary observation.

Observation 2.45. Let (φt)t be a measurable flow on a measurable space X that preserves a
probability measure µ, and G a finite group that acts measurably on X and commutes with (φt)t.
We denote by π : X → X/G the natural projection, and (φt)t the induced flow on the quotient.
Then hµ(X, (φt)t) = hπ∗µ(X/G, (φt)t). In particular, if X is a compact topological space and the
actions of (φt)t and G are continuous, then htop(X, (φt)t) = htop(X/G, (φt)t).

3 Construction of the Sullivan measures

3.1 The Gromov product

Let us define the Gromov product. It will be used to define the Sullivan measures. Recall that
given a properly convex open set Ω ⊂ P(V ) with three points x, ξ, η ∈ Ω, the Gromov product is
defined by

2〈ξ, η〉x := dΩ(x, ξ) + dΩ(x, η)− dΩ(ξ, η) ≥ 0. (3.1)

The following are three immediate properties of the Gromov product. Let y ∈ Ω.

x ∈ [ξ, η] ⇒ 〈ξ, η〉x = 0; (3.2)

2〈ξ, η〉x = 2〈ξ, η〉y + bξ(x, y) + bη(x, y); (3.3)

|〈ξ, η〉x − 〈ξ, η〉y | ≤ dΩ(x, y). (3.4)
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We denote by Geodh(Ω) (resp. Geod∞
h
(Ω)) the set of pairs (ξ, η) in (Ω

h

)2 (resp. ∂hΩ
2) such

that [ξ, η] ∩ Ω 6= ∅, where [ξ, η] := [πh(ξ), πh(η)].

Proposition 3.1. Let Ω ⊂ P(V ) be a properly convex open set. The map (ξ, η, x) 7→ 〈ξ, η〉x defined
on Ω3 extends continuously to Geodh(Ω)× Ω, as well as (3.2), (3.3) and (3.4).

Proof. Let A := {(ξ, η, x, y) ∈ Geodh(Ω) × Ω2 : y ∈ [ξ, η]}. The projection (ξ, η, x, y) 7→ (ξ, η, x)
from A to Geodh(Ω) × Ω is continuous, surjective and open. Therefore, it is enough to prove
that the function (ξ, η, x, y) 7→ 〈ξ, η〉x defined on A ∩ Ω4 extends continuously to A. This is a
consequence of (3.2) and (3.3) combined, which yield, for any (ξ, η, x, y) ∈ A ∩ Ω4,

〈ξ, η〉x = bξ(x, y) + bη(x, y).

Note that (3.2) extends to (ξ, η) ∈ Geodh(Ω) because the set {(ξ, η, x) ∈ Ω3 : x ∈ [ξ, η]} is
dense {(ξ, η, x) ∈ Geodh(Ω)× Ω : x ∈ [ξ, η]}.

3.2 The Hopf coordinates

Let us define the Hopf parametrisation of the unit tangent bundle T 1Ω of a properly convex open
set Ω, which depends on the choice of a fixed basepoint o ∈ Ω.

Definition 3.2. Let Ω ⊂ P(V ) be a properly convex open set and fix a basepoint o ∈ Ω. The
Hopf parametrisation based at o is the (φt)t-equivariant continuous surjective map

Hopfo : Geod∞
h
(Ω)× R −→ T 1Ω,

that sends (ξ, η, t) ∈ Geod∞
h
(Ω)×R to the vector Hopfo(ξ, η, t) which is tangent to the projective

line πhξ ⊕ πhη and such that bη(o, πHopfo(ξ, η, t)) = t.

When the context is clear, we will simply write Hopf instead of Hopfo. Note that if x ∈ Ω then
for any (ξ, η, t) ∈ Geod∞

h
(Ω)× R,

Hopfx(ξ, η, t) = Hopfo(ξ, η, t+ bη(o, x)). (3.5)

Therefore, if we consider the following action of Aut(Ω):

g · (ξ, η, t) = (gξ, gη, t+ bη(g
−1o, o)) (3.6)

for g ∈ Aut(Ω) and (ξ, η, t) ∈ Geod∞
h
(Ω), then Hopfo is Aut(Ω)-equivariant.

Note also that for any (ξ, η, t) ∈ Geod∞
h
(Ω),

−Hopfo(ξ, η, t) = Hopfo(η, ξ, 〈ξ, η〉o − t), (3.7)

where for any v ∈ T 1Ω, the vector −v satisfies φ±∞(−v) = φ∓∞v and π(−v) = πv.

3.3 The Sullivan measures

In this section, given a conformal density, we construct the associated (φt)t∈R-invariant Sullivan
measures on T 1Ω and on the quotient T 1M = T 1Ω/Γ.

Definition 3.3. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a strongly irre-
ducible discrete subgroup; denote M = Ω/Γ. Let δ ≥ 0 and let (µx)x be a δ-conformal density on
∂hΩ. The Sullivan measure m̃h on ∂hΩ

2 × R induced by (µx)x is defined by the following.

dm̃h(ξ, η, t) = e2δ〈ξ,η〉o1Geod∞

h
(Ω)(ξ, η)dµo(ξ)dµo(η)dt.

where o ∈ Ω; the measure m̃h does not depend on o and is (φt)t-invariant. Then we push it forward
via the Hopf coordinates to get the induced Sullivan measure on T 1Ω:

m̃ := (Hopfo)∗m̃h.

It does not depend on o, and it is Γ and (φt)t-invariant. Hence it yields an induced (φt)t-invariant
Sullivan measure on T 1M , denoted by m.
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Observe that the formula e2δ〈ξ,η〉o1Geod∞

h
(Ω)(ξ, η)dµo(ξ)dµo(η) yields a Γ-invariant measure on

Geod∞hor(Ω), which is in fact the quotient of the Sullivan measure under the action of R.

Proposition 3.4. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete
subgroup. Let δ ≥ 0 and let (µx)x be a δ-conformal density on ∂hΩ. Then the Sullivan measures
on Geodh(Ω)×R, T 1Ω and T 1M are Radon. If Γ is strongly irreducible and T 1Mbip 6= ∅, or if M
is rank-one and non-elementary, then these measures are non-zero.

Proof. The fact that the Sullivan measures are Radon is a direct consequence of the continuity of
the Gromov product (Proposition 3.1).

Suppose that Γ is strongly irreducible and T 1Mbip 6= ∅, or that M is rank-one and non-
elementary. Then there exists (ξ, η) ∈ Geod∞(Ω)∩ (Λprox)2. Let U and V be neighbourhoods of ξ
and η in ∂Ω such that U × V ⊂ Geod∞(Ω). Since νo = πhor∗µo is Γ-quasi-invariant, its support is
Γ-invariant and hence contains Λprox (see Remark 2.10 and Fact 2.18). Therefore, ν2o(U × V ) > 0,
and m̃h(π

−1
h

(U)× π−1
h

(V )× R) > 0.

4 The Shadow lemma

In this section we establish the Shadow lemma (Lemma 4.2) which consists of estimates on the
measures of shadows. The measure is a conformal density on ∂Ω, and shadows are subsets of the
projective boundary, defined as follows. Recall that the Shadow lemma is a classical result in the
theory of conformal densities, and we adapt here its classical proof to the convex projective setting.

Definition 4.1. Let Ω ⊂ P(V ) be a properly convex open set. Take x, y ∈ Ω and r > 0. Set

Or(x, y) := {ξ ∈ ∂Ω : [x, ξ] ∩BΩ(y, r) 6= ∅};

O+
r (x, y) := {ξ ∈ ∂Ω : ∃z ∈ BΩ(x, r) such that [z, ξ] ∩BΩ(y, r) 6= ∅};

O−
r (x, y) := {ξ ∈ ∂Ω : ∀z ∈ BΩ(x, r), [z, ξ] ∩BΩ(y, r) 6= ∅}.

See in Figure 2 an example of a shadow.

Lemma 4.2. Let o ∈ Ω ⊂ P(V ) be a pointed properly convex open set and Γ ⊂ Aut(Ω) a discrete
subgroup; set M = Ω/Γ. Suppose that Γ is strongly irreducible and T 1Mbip is non-empty, or that
M is rank-one and non-elementary. Consider δ ≥ 0 and a δ-conformal density (νx)x∈Ω on ∂Ω.
Then there exists R0 > 0 such that for any R ≥ R0, one can find C = C(R) > 0 such that for each
γ ∈ Γ,

C−1e−δdΩ(o,γo) ≤ νo(OR(o, γo)) ≤ νo(O
+
R(o, γo)) ≤ Ce−δdΩ(o,γo).

We will actually need two more Shadow lemmas: Lemma 4.6 and Corollary 7.3. They both make
stronger assumptions on the convex projective manifold M = Ω/Γ, and either are consequences of
Lemma 4.2, or have a very similar proof.

4.1 Preliminaries

In this section we prove two classical intermediate lemmas, used in the proof of the Shadow lemma.

Lemma 4.3. Let Ω ⊂ P(V ) be a properly convex open set. Let ξ ∈ Ω
h

and x, y ∈ Ω. If y ∈ [x, ξ],
then bξ(x, y) = dΩ(x, y). Let r > 0. If πh(ξ) ∈ O+

r (x, y) (see Definition 4.1), then

dΩ(x, y)− 4r ≤ bξ(x, y) ≤ dΩ(x, y).

Proof. One easily see that bξ(x, y) − dΩ(x, y) = −2〈ξ, x〉y if ξ ∈ Ω, and this extends to ξ ∈ Ω
h

by
continuity. This, by (3.2), implies that bξ(x, y) = dΩ(x, y) if y ∈ [x, ξ]. Assume that ξ ∈ O+

r (x, y).
The triangular inequality gives bξ(x, y) ≤ dΩ(x, y); let us establish bξ(x, y) ≥ dΩ(x, y) − 4r. By
definition of O+

r (x, y), we can find x′ ∈ BΩ(x, r) and y′ ∈ BΩ(y, r) ∩ [x′, ξ]. Then

bξ(x, y) = bξ(x, x
′) + bξ(x

′, y′) + bξ(y
′, y)

≥ −dΩ(x, x
′) + dΩ(x

′, y′)− dΩ(y
′, y)

≥ dΩ(x, y)− 2dΩ(x, x
′)− 2dΩ(y, y

′)

≥ dΩ(x, y)− 4r.
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(xn, o)

Figure 2: The sequence of increasing shadows in the proof of Lemma 4.4

Lemma 4.4. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup; set
M = Ω/Γ. Suppose that Γ is strongly irreducible and T 1Mbip is non-empty, or that M is rank-one
and non-elementary. Consider a Γ-quasi-invariant finite Borel measure ν on ∂Ω. Then there is
ǫ > 0 and R > 0 such that for all x ∈ Ω,

ν(OR(x, o)) ≥ ǫ.

Proof. By contradiction suppose that there are sequences (Rn)n ∈ RN
>0 and (xn)n ∈ Ω such that

Rn −→
n→∞

∞ and ν(ORn
(xn, o)) −→

n→∞
0.

We can assume that (xn)n converges to some ξ ∈ Ω. If ξ ∈ Ω then for n such that Rn ≥ dΩ(o, ξ)+1
and dΩ(xn, ξ) < 1, we have ORn

(xn, o) = ∂Ω which is absurd; hence ξ ∈ ∂Ω. We claim that
ν(Bspl(ξ, 1)) = 1. It enough to prove that

∂Ω \Bspl(ξ, 1) ⊂
⋃

n

⋂

k≥n

ORk
(xk, o).

See Figure 2. Let η ∈ ∂Ω\Bspl(ξ, 1). Fixing an affine chart containing Ω, we can consider for each
n the following points of Ω:

y :=
1

2
(ξ − η) + η and yn :=

1

2
(xn − η) + η,

where the map x 7→ (x− η)/2+ η is defined on the affine chart as the homothety centred at η and
with ratio one half. Then we can find n large enough so that BΩ(o,Rn) contains a neighbourhood
U of y, and so that yn is contained in U . This implies that η ∈ ORn

(xn, o), which conludes the
proof of the claim that ν(Bspl(ξ, 1)) = 1.

Since Λprox is the smallest Γ-invariant closed subset of Ω (Remark 2.10 and Fact 2.18), and
ν is Γ-quasi-invariant, we deduce that Λprox is contained in the support of ν. In order to get a
contradiction, let us prove that Λprox is not contained in Bspl(ξ, 1). By assumption we can find
η, η′ ∈ Λprox such that (η ⊕ η′) ∩ Ω 6= ∅. Using again that Λprox ⊂ Ω is minimal for the action of
Γ, we deduce the existence of a sequence (γn)n ∈ ΓN such that (γnξ)n converges to η. But then
(Bspl(γnξ, 1))n sub-converges to Bspl(η, 1) (i.e. any accumulation point for the Hausdorff topology
is contained in Bspl(η, 1)); hence Bspl(γnξ, 1) does not contain η′ for n large enough.

We will need exactly twice a refined version of the previous lemma, which bounds from below
the measure of scarce shadows. It will be used to prove the refined version of the Shadow lemma for
scarce shadows (Lemma 4.6), and to prove Proposition 6.2. This version needs M to be rank-one,
and the statement is a bit more technical. The proof is almost the same.

Lemma 4.5. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup.
Suppose M = Ω/Γ is rank-one and non-elementary. Consider a Γ-quasi-invariant Borel finite
measure ν on ∂Ω. Then there exist ǫ > 0 and R0 > 0 such that ν(O−

R(x, o)) ≥ ǫ for all R ≥ R0

and x ∈ ΩrBΩ(o, 2R).
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Proof. By contradiction we suppose the existence of sequences (Rn)n ∈ RN
>0 and (xn)n ∈ ΩN such

that for all n ∈ N,

Rn −→
n→∞

∞, while dΩ(xn, o)−Rn −→
n→∞

∞ and ν(O−
Rn

(xn, o)) −→
n→∞

0.

We can assume, up to extracting, that (xn)n converges to some point ξ ∈ ∂Ω. We claim that
ν(Bspl(ξ, 2)) = 1 (see Definition 2.2). It is enough to prove that

∂Ω \Bspl(ξ, 2) ⊂
⋃

n

⋂

k≥n

O−
Rk

(xk, o).

Let η ∈ ∂Ω\Bspl(ξ, 2). Fixing an affine chart containing Ω, we can consider for each n the following
compact subsets of Ω:

K :=
1

2
(Bspl(ξ, 1)− η) + η and Kn :=

1

2
(BΩ(xn, Rn)− η) + η,

where the map x 7→ (x−η)/2+η is defined on the affine chart as the homothety centred at η and with
ratio one half. We observe that all accumulation points of the sequence (Kn)n are contained in K.
Indeed, any accumulation point of (BΩ(xn, Rn))n is convex, contains ξ and is moreover contained
in ∂Ω since xn goes faster to infinity than Rn; hence it is contained in Bspl(ξ, 1). Therefore we
can find n large enough so that BΩ(o,Rn) contains a neighbourhood U of K, and so that Kn is
contained in U .

Since Λprox is the smallest Γ-invariant closed subset of Ω (Fact 2.18), and ν is Γ-quasi-invariant,
we deduce that Λprox is contained in the support of ν. In order to get a contradiction, let us prove
that Λprox is not contained in Bspl(ξ, 2). By assumption we can find two distinct points η, η′ in
Λprox ∩ ∂sseΩ. Using again that Λprox ⊂ Ω is minimal for the action of Γ, we deduce the existence
of a sequence (γn)n ∈ ΓN such that (γnξ)n converges to η. But then (Bspl(γnξ, 2))n sub-converges
to Bspl(η, 2) = {η}; hence Bspl(γnξ, 2) does not contain η′ for n large enough.

4.2 Proof of Lemma 4.2 and another Shadow lemma

Proof of Lemma 4.2. We compute for α ∈ {∅,+,−}:

νo(O
α
R(o, γo)) = µo(π

−1
h

(Oα
R(o, γo)))

= µγ−1o(π
−1
h

(Oα
R(γ

−1o, o)))

=

∫

π−1
h

(Oα
R
(γ−1o,o))

e−δb
ξ̃
(γ−1o,o)dµo(ξ̃).

Hence on one hand bξ̃(γ
−1o, o) ≥ dΩ(o, γ

−1o)− 4R because of Lemma 4.3, so

νo(O
+
R(o, γo)) ≤

∫

π−1
h

(O+
R
(γ−1o,o))

e−δdΩ(o,γo)+4δRdµo(ξ̃)

≤ e4δRe−δdΩ(o,γo)νo(O
+
R(γ

−1o, o))

≤ e4δRe−δdΩ(o,γo)νo(∂Ω).

On the other hand, we can use Lemma 4.4, to obtain ǫ > 0 and R0 such that for R ≥ R0 and
for γ ∈ Γ such that dΩ(o, γo) ≥ R0,

νo(OR(o, γo)) ≥

∫

π−1
h

(OR(γ−1o,o))

e−δdΩ(o,γo)dµo(ξ̃)

≥ νo(OR(γ
−1o, o))e−δdΩ(o,γo)

≥ ǫe−δdΩ(o,γo).

As for Lemma 4.4, there exists a refined version of the Shadow lemma (Lemma 4.2) for scarce
shadows. We will only need it once, for the proof of Proposition 6.2. Its proof is exactly the same
as that of Lemma 4.2, except that we use instead Lemma 4.4.
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Lemma 4.6. Let o ∈ Ω ⊂ P(V ) be a pointed properly convex open set and Γ ⊂ Aut(Ω) a discrete
subgroup. Suppose M = Ω/Γ is rank-one and non-elementary. Consider δ ≥ 0 and a δ-conformal
density (νx)x∈Ω on ∂Ω. Then there exists R0 > 0 such that for any R ≥ R0, one can find
C = C(R) > 0 such that for each γ ∈ Γ satisfying dΩ(o, γo) ≥ 2R,

C−1e−δdΩ(o,γo) ≤ νo(O
−
R(o, γo)).

Proof. We make the same computation as in the proof of Lemma 4.2:

νo(O
−
R(o, γo)) =

∫

π−1
h

(O−

R
(γ−1o,o))

e−δb
ξ̃
(γ−1o,o)dµo(ξ̃).

We can use Lemma 4.5, to obtain ǫ > 0 and R0 such that for R ≥ R0 and for γ ∈ Γ such that
dΩ(o, γo) ≥ 2R,

νo(O
−
R(o, γo)) ≥

∫

π−1
h

(O−

R
(γ−1o,o))

e−δdΩ(o,γo)dµo(ξ̃)

≥ νo(O
−
R(γ

−1o, o))e−δdΩ(o,γo)

≥ ǫe−δdΩ(o,γo).

4.3 First consequences

In this section we deduce from the Shadow lemma that there is no conformal density with parameter
0 ≤ δ < δΓ. We also prove that open faces of the conical limit set are neglected by conformal
densities.

Proposition 4.7. Let o ∈ Ω ⊂ P(V ) be a pointed properly convex open set and Γ ⊂ Aut(Ω)
a discrete subgroup; denote M = Ω/Γ. Suppose that Γ is strongly irreducible and T 1Mbip is
non-empty, or that M is rank-one and non-elementary. Consider δ ≥ 0 such that there exists a
δ-conformal density on ∂Ω. Then δ ≥ δΓ, and there is some constant C > 0 such that

#{γ ∈ Γ : dΩ(o, γo) ≤ r} ≤ CeδΓr.

Proof. Let (νx)x∈Ω be a δ-conformal density on ∂Ω. We consider R and C > 0 from the Shadow
lemma (Lemma 4.2), such that for each automorphism γ ∈ Γ, νo(OR(o, γo)) ≥ C−1e−δdΩ(o,γo). For
each r > 0 we give ourselves a maximal (1+4R)-separated subset of Γ · o∩BΩ(o, r+1)rBΩ(o, r).
One can easily see that the shadows (OR(o, x))x∈Fr

are pairwise disjoint, therefore

1 ≥
∑

x∈Fr

νo(OR(o, x))

≥ C−1
∑

x∈Fr

e−δdΩ(o,x)

≥ C−1e−δe−δr#Fr

≥ C−1e−δ#{γ : dΩ(o, γo) ≤ 1 + 4R}−1e−δr#{γ : γo ∈ BΩ(o, r + 1)rBΩ(o, r)}.

This implies that #{γ : dΩ(o, γo) ≤ r} ≤ C′eδr for any r > 0, for some C′ > 0 independent of r.
By definition, this implies that δ ≥ δΓ, and since by Fact 2.22 there exists a δΓ-conformal density,
#{γ : dΩ(o, γo) ≤ r} ≤ C′′eδΓr for any r > 0, for some C′′ > 0 independent of r.

Proposition 4.8. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete
subgroup; set M = Ω/Γ. Suppose that Γ is strongly irreducible and T 1Mbip is non-empty, or that
M is rank-one and non-elementary. Consider δ ≥ 0 and a δ-conformal density (νx)x∈Ω on ∂Ω.
Then νx(FΩ(ξ)) = 0 for all x ∈ Ω and ξ ∈ Λcon.

Proof. Let o ∈ Ω. Observe that the open face FΩ(ξ) is contained in Λcon by [DGK, Cor. 4.10].
It’s enough to prove that νo(BΩ(ξ, R)) = 0 for any R > 0. By definition, there are sequences
(γn)n ∈ ΓN and (xn)n ∈ [o, ξ)N going to infinity such that (dΩ(γno, xn)n is bounded; denote
R′ = supn dΩ(γno, xn). Using the Shadow lemma (Lemma 4.2), we can find C > 0 such that for
any n,

νo(BΩ(ξ, R)) ≤ νo(OR(o, xn)) ≤ νo(OR+R′(o, γno)) ≤ Ce−δdΩ(o,γno).

This last term goes to zero as n tends to infinity since δ ≥ δΓ > 0 (Fact 2.7 and Proposition 4.7).
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5 The convergent case of the HTSR dichotomy

In this section, we establish the convergent case of the HTSR dichotomy (Theorem 1.6.(1)).

5.1 The conical limit set has zero measure

We prove that, in the convergent case of the HTSR dichotomy, any δ-conformal density gives zero
measure to the conical limit set.

Proposition 5.1. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup.
Suppose that Γ is strongly irreducible and T 1Mbip is non-empty, or that M is rank-one and non-
elementary. Let δ ≥ δΓ with

∑

γ∈Γ e
−δdΩ(o,γo) finite, and consider a δ-conformal density (νx)x∈Ω

on ∂Ω. Then νx(Λ
con) = 0 for any x ∈ Ω.

Proof. We consider R > 0 and prove that νo(Λ
con
R ) = 0. By definition, for any r > 0, the set Λcon

R

is contained in the union, over all γ ∈ Γ such that dΩ(o, γo) ≥ r, of the shadows OR(o, γo). As a
consequence, by the Shadow lemma (Lemma 4.2), we can find a constant C > 0 such that

νo(Λ
con
R ) ≤ C

∑

γ:dΩ(o,γo)≥r

e−δdΩ(o,γo)

for any r > 0, and this last quantity converges to zero as r goes to infinity.

5.2 Proof of Theorem 1.6.(1)

Let µo be a δΓ-conformal density on ∂hΩ such that (πh)∗µo = νo, and let m̃ be the Sullivan
measure on T 1Ω induced by µo. According to Proposition 4.7, we have δ ≥ δΓ. Let us assume that
∑

γ e
−δdΩ(o,γo) is convergent.

By Fact 2.29, in order to prove that (T 1M,φt,m) and (Geod∞(Ω),Γ, ν2o) are dissipative, it is
enough to prove that (T 1Ω,Γ×R, m̃) is dissipative. If by contradiction it is not the case, then the
conservative part contains a compact subset K of positive measure. This means that for almost
any vector v ∈ K, using notations from Section 2.11,

∞ =

∫

Γ×R

1K(v) =
∑

γ∈Γ

∫ ∞

−∞

1K(γφtv) dt,

hence there exist diverging sequences (γn)n ∈ ΓN and (tn)n ∈ RN such that γnφtnv ∈ K; if (tn)n
tends to ∞ (resp. −∞), then φ∞v (resp. φ−∞v) is in Λcon, which contradicts Proposition 5.1 and
the definition of m̃ since for almost every vector v in T 1Ω, the endpoints φ±∞v are not in Λcon.

Suppose by contradiction that (T 1M,φt,m) is ergodic. Let K ⊂ T 1Ω be a compact neigh-
bourhood of a vector v in T 1Ωbip := π−1

Γ T 1Mbip. By Fact 2.30.3, almost any (φt)t orbit is dense
in the support of m, which contains T 1Mbip (this was basically proved in Proposition 3.4). By
dissipativity (and because m is Radon), almost any orbit passes a finite time in πΓK. Hence there
exists a vector w ∈ T 1Ω and a time T > 0 such that πΓ(K) ∩ T 1Mbip ⊂ φ[−T,T ]πΓw; in other
words, as the action of Γ on T 1Ω is properly discontinuous, we may find a finite subset A ⊂ Γ
such that K ∩ T 1Ωbip ⊂ Aφ[−T,T ]w. Thus, φ∞(K ∩ T 1Ωbip), which is a neighbourhood in Λprox of
φ∞v, is contained in φ∞Aφ[−T,T ]w, which is equal to Aφ∞w and hence is finite. This contradicts
the fact that Λprox has no isolated point (Remark 2.10 and Fact 2.18).

6 The divergent case of the HTSR dichotomy

In this section we adapt some proofs of Roblin [Rob03, p. 19-23] to our convex projective setting,
in order to establish Theorem 1.6. We will fix a Patterson–Sullivan density, and need several time
to prove that some Γ-invariant subset A of ∂Ω is given full measure by the Patterson–Sullivan
density. Thanks to the following elementary observation, it is often enough to show that A has
non-zero measure.
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Observation 6.1. Let Ω ⊂ P(V ) be a properly convex open set, Γ ⊂ Aut(Ω) a closed subgroup,
A ⊂ ∂Ω a Γ-invariant measurable subset, and δ ≥ 0. Then for any δ-conformal density (νx)x∈Ω on
∂Ω, the restrictions (νx|A)x∈Ω also form a δ-conformal density. As a consequence, if νx(A) > 0 for
any x ∈ Ω and any (non-zero) δ-conformal density (νy)y∈Ω, then νx(∂Ω r A) = 0 for any x ∈ Ω
and any δ-conformal density (νy)y∈Ω.

6.1 The conical limit set has full measure

Let o ∈ Ω ⊂ P(V ) be a pointed properly convex open set and Γ ⊂ Aut(Ω) a discrete sub-
group. Recall that the conical limit set, denoted by Λcon, is the union, over R > 0, of the sets
Λcon
R (Γ,Ω, o) = Λcon

R , consisting of points ξ ∈ ∂Ω for which there exists a sequence (γn)n∈N ∈ ΓN

going to infinity such that dΩ([o, ξ), γno) < R for each n ∈ N.
Thanks to Observation 6.1, we only need to prove that the conical limit set has non-zero

measure. Roblin’s proof of this [Rob03, Item (f) p. 19] in CAT(−1) geometry actually works
verbatim in the present context; we rewrite it down for the convenience of the (non-french-speaking)
reader.

Proposition 6.2. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup.
Suppose Γ is divergent, and M = Ω/Γ is rank-one and non-elementary. Consider a δΓ-conformal
density (νx)x∈Ω on ∂Ω. Then νx(∂Ωr Λcon) = 0 for any x ∈ Ω.

The idea of the proof of Proposition 6.2 is to find a compact subset K ⊂ T 1M such that
the set of vectors v ∈ K whose geodesic come back infinitely often to K has positive m-measure
where m is a Sullivan measure induced by (νx)x∈Ω. There are two main ingredients. The first
one is a generalisation of the Borel–Cantelli lemma, due to Rényi. One can find a proof of it
in [AS84, Lem. 2]; it is the consequence of the following estimate : for any non-negative square-
integrable function g on a probability space, for any 0 < a < E(g), where E(g) is the expectation
of g, one has

P (g > a) ≥
E(g)2

E(g2)

(

1 +
a

E(g)− a

)−2

.

Fact 6.3 ([Rén70, p. 391]). Let (X,µ) be a measurable space equipped with a finite positive measure.
Let (At)t≥0 be a family of subsets of X such that the function (x, t) ∈ X × R≥0 7→ 1At

(x) is
measurable. Let us assume that

∫∞

0 µ(At) dt = ∞, and that, for some constant C > 0,

∫ T

0

∫ T

0

µ(At ∩ As) dt ds ≤ C

(
∫ T

0

µ(At) dt

)2

, (6.1)

for T large enough. Then the set of x ∈ X such that
∫∞

0
1At

(x) dt = ∞ has µ-measure greater
than or equal to 1/C.

This lemma will be applied to At = K ∩ φ−tK. The second ingredient consists of estimates
that will allow us to check that the assumptions of Fact 6.3 are satisfied.

Lemma 6.4. Let o ∈ Ω ⊂ P(V ) be a pointed properly convex open set and Γ ⊂ Aut(Ω) a discrete
subgroup. Suppose M = Ω/Γ is rank-one and non-elementary. Consider a δΓ-conformal density
(νx)x∈Ω on ∂Ω, with induced Sullivan measure m on T 1M . Let vo ∈ T 1

oΩ. For R > 0 large enough,
if we denote by K the projection in T 1M of BT 1Ω(vo, R), then there exist constants C > 0 and T0

such that for any T > T0, we have the estimates:

∫ T

0

m(K ∩ φ−tK) dt ≥ C−1
∑

g∈Γ
dΩ(o,go)≤T

e−δΓdΩ(o,go), (6.2)

∫ T

0

∫ T

0

m(K ∩ φ−tK ∩ φ−t−sK) ds dt ≤ C







∑

g∈Γ
dΩ(o,go)≤T

e−δΓdΩ(o,go)







2

. (6.3)
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Proof. We assume that νo is a probability measure. Let (µx)x∈Ω be a δΓ-conformal density on ∂hΩ
that induces (νx)x∈Ω and m; we denote by m̃ the induced Sullivan measure on T 1Ω. We fix R > 0
large enough so that we can apply the Shadow lemma (Lemmas 4.2 and 4.6) and Lemmas 4.4 and
4.5 to it and to R′ := (R− 2)/6. One can find a constant C1 > 0 such that

m(K ∩ φ−tK) ≥ C−1
1

∑

g∈Γ

m̃(K̃ ∩ φ−tgK̃), and

m(K ∩ φ−tK ∩ φ−t−sK) ≤
∑

g,h∈Γ

m̃(K̃ ∩ φ−tgK̃ ∩ φ−t−shK̃)

for all t, s ≥ 0. Indeed, we just have to recall the definition of m, which is the quotient of m̃ under
the action of Γ (Definition 2.28), then

∑

g∈Γ

m̃(K̃ ∩ φ−tgK̃) =

∫

T 1Ω

∑

g∈Γ

1K̃1gφ−tK̃
dm̃

=

∫

T 1M

∑

h∈Γ

∑

g∈Γ

(1K̃ ◦ h) · (1gφ−tK̃
◦ h) dm

=

∫

T 1M

(
∑

h∈Γ

1hK̃

)

︸ ︷︷ ︸

≤C11K

·




∑

g∈Γ

1gφ−tK̃





︸ ︷︷ ︸

≤C11φ
−tK

dm,

where C1 > 0 is a constant which is independent of t. Similarly,

∑

g,h∈Γ

m̃(K̃ ∩ φ−tgK̃ ∩ φ−t−shK̃) =

∫

T 1M

∑

k∈Γ

∑

g,h∈Γ

(1K̃ ◦ k) · (1gφ−tK̃
◦ k) · (1hφ−t−sK̃

◦ k) dm

=

∫

T 1M

(
∑

k∈Γ

1kK̃

)

︸ ︷︷ ︸

≥1K

·




∑

g∈Γ

1gφ−tK̃





︸ ︷︷ ︸

≥1φ
−tK

·

(
∑

h∈Γ

1hφ−t−sK̃

)

︸ ︷︷ ︸

≥1φ
−t−sK

dm

Therefore, in order to prove Lemma 6.4, it is enough to find a constant C2 > 0 such that

a :=

∫ T

0

∑

g∈Γ

m̃(K̃ ∩ φ−tgK̃) dt ≥ C−1
2

∑

g:dΩ(o,go)≤T

e−δΓdΩ(o,go),

and

b :=

∫ T

0

∫ T

0

∑

g,h∈Γ

m̃(K̃ ∩ φ−tgK̃ ∩ φ−t−shK̃) ds dt ≤ C2




∑

g:dΩ(o,go)≤T

e−δΓdΩ(o,go)





2

.

We first establish the estimate of b. For all 0 ≤ t, s ≤ T and g, h ∈ Γ, for any triple (ξ, η, τ) in
Hopf−1(K̃ ∩ φ−t−shK̃), one observes that η ∈ π−1

h
O+

R(o, ho) and dΩ(o, πHopf(ξ, η, τ)) ≤ R; this
last inequality implies that |τ | ≤ R and 〈ξ, η〉o ≤ R; then by the Shadow lemma (Lemma 4.2), and
by definition of m̃,

m̃(K̃ ∩ φ−tgK̃ ∩ φ−t−shK̃) ≤ 2Re2δΓRν0(O
+
R(o, ho)) ≤ 2Re2δΓRCe−δΓdΩ(o,ho).

Furthermore, by triangular inequality, if K̃ ∩ φ−tgK̃ ∩ φ−t−shK̃ is non-empty, then

|dΩ(o, go)− t|, |dΩ(go, ho)− s|, |dΩ(o, ho)− t− s| ≤ 2R, and

dΩ(o, go) + dΩ(go, ho) ≤ dΩ(o, ho) + 6R.
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Combining these estimates we obtain:

b ≤

∫ T

0

∫ T

0

∑

g,h∈Γ

2Re2δΓRCe−δΓdΩ(o,ho)1{
|dΩ(o,go)−t|,|dΩ(go,ho)−s|≤2R

dΩ(o,go)+dΩ(go,ho)≤dΩ(o,ho)+6R

} ds dt

≤ 2R2R2Re2δΓRC
∑

dΩ(o,go)≤T+2R

dΩ(o,g−1ho)≤T+2R

e−δΓ(dΩ(o,go)+dΩ(o,g−1ho)−6R)

≤ 8R3Ce8δΓR




∑

dΩ(o,go)≤T+2R

e−δΓdΩ(o,go))





2

.

We end the estimation of b by noting that for all T ≥ 0 and A ≥ 0, using again the Shadow lemma
(Lemma 4.2),

∑

T≤dΩ(o,go)≤T+A

e−δΓdΩ(o,go) ≤ C
∑

T≤dΩ(o,go)≤T+A

νo(OR(o, go))

≤ C

∫

∂Ω

∑

T≤dΩ(o,go)≤T+A

1OR(o,go)(ξ) dνo(ξ)

≤ C#{g : dΩ(o, go) ≤ 4R+ 2A}.

We now proceed to the minoration of a. Take g ∈ Γ, take t ≥ 0 at distance less than R′ from
dΩ(o, go); let us prove that

Hopf
(
π−1
h

(O−
R′(go, o))× π−1

h
(O−

R′(o, go))× [0, R′]
)
⊂ K̃ ∩ φ−tgK̃.

Take (ξ, η, τ) ∈ π−1
h

(O−
R′(go, o)) × π−1

h
(O−

R′(o, go)) × [0, R′]. According to Observation 6.5 below,
there exists s1 < s2 such that dΩ(πHopf(ξ, η, s1), o) ≤ R′ and dΩ(πHopf(ξ, η, s2), go) ≤ R′. This
implies that |s1| = |bη(πHopf(ξ, η, s1), o)| ≤ R′, hence

dΩ(πHopf(ξ, η, τ), o) ≤ |τ |+ |s1|+ dΩ(πHopf(ξ, η, s1), o) ≤ 3R′.

Finally dT 1Ω(Hopf(ξ, η, τ), vo) ≤ 3R′ + 2 ≤ R, which means that Hopf(ξ, η, τ) ∈ K̃.
In order to prove the inclusion in φ−tgK̃, we note that since s2 − s1 is the distance between

πHopf(ξ, η, s2) and πHopf(ξ, η, s1), then by triangular inequality |s2 − dΩ(o, go)| ≤ 3R′; therefore

dΩ(πHopf(ξ, η, t+ τ), go) ≤ |τ |+ |t− dΩ(o, go)|+ |dΩ(o, go)− s2|+ dΩ(πHopf(ξ, η, s2), go)

≤ 6R′.

Finally dT 1Ω(Hopf(ξ, η, t+ τ), gvo) ≤ 6R′ + 2 = R, which means that Hopf(ξ, η, τ) ∈ φ−tgK̃.
As a consequence, if dΩ(o, go) ≥ 2R′, then by the Shadow lemma (Lemma 4.6) and Lemma 4.5,

m̃(K̃ ∩ φ−tgK̃) ≥ νo(O
−
R′(o, go))νo(O

−
R′(go, o))R

′ ≥ R′C−2e−δΓdΩ(o,go).

We conclude that for T ≥ R′,

∫ T

0

∑

g∈Γ

m̃(K̃ ∩ φ−tgK̃) dt ≥ R′2C−2




∑

g:dΩ(o,go)≤T

e−δΓdΩ(o,go) −
∑

g:dΩ(o,go)≤2R′

e−δΓdΩ(o,go)



 .

Observation 6.5. Let n ≥ 1 be an integer, A and B be two non-empty disjoint compact subsets
of Rn, and ξ, η ∈ Rn be two points. If for all a ∈ A and b ∈ B, the intersections [a, η] ∩ B and
[b, ξ] ∩ A are non-empty, then one can find a ∈ A and b ∈ B such that ξ, a, b, η are aligned in this
order.

Proof of Proposition 6.2. We let m be a Sullivan measure associated to (νx)x∈Ω on T 1M . By
definition of m and of the conical limit set, it is enough to find a compact set K ⊂ T 1M large
enough so that the set of vectors v ∈ K such that

∫∞

0
1K(φtv) dt = ∞ has non-zero m-measure.
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Let R > 0 be large enough so that we can apply Lemma 6.4, and let K be the projection in T 1M
of BT 1Ω(vo, R), where vo ∈ T 1

oΩ and o ∈ Ω. We want to apply Fact 6.3 for (X,µ) = (T 1M,m|K)
and At := K ∩φ−tK for all t ≥ 0. The measure µ is finite because m is Radon and K is compact.
Since Γ is divergent (this is important since it is the only place where we need this assumption),
and by the estimate (6.2) of Lemma 6.4, the integral

∫∞

0
µ(At) dt diverges. It remains to check that

(6.1) is satisfied, but this is a direct consequence of the estimates (6.2) and (6.3) of Lemma 6.4,
and of the fact that

∫ T

0

∫ T

0

µ(At ∩ As) dt ds ≤ 2

∫ T

0

∫ T

0

µ(At ∩ At+s) dt ds.

6.2 The geodesic flow is conservative

In this section we prove, that, in the setting of Theorem 1.6.(2), the geodesic flow is conservative.

Proposition 6.6. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a divergent
discrete subgroup. Suppose M = Ω/Γ is rank-one and non-elementary. Let (νx)x∈Ω be a δΓ-
conformal density on ∂Ω and m an induced Sullivan measure on T 1M . Then m is conservative
under the action of (φt)t.

Proof. Let (µx)x∈Ω be a δΓ-conformal density on ∂hΩ such that (πh)∗µx = νx for any x ∈ Ω, and
let m̃ be the induced Sullivan measure on T 1Ω.

According to Fact 2.29, it is enough to prove that (T 1Ω,Γ × R, m̃) is conservative. Let σ be
an integrable, positive and continuous function on T 1Ω, and let us prove that

∫

Γ×R
σ = ∞ almost

surely (recall the notation from Section 2.11). For almost any vector v ∈ T 1Ω, we have φ∞v ∈ Λcon

by Proposition 6.2, and by definition of m̃; let v be such a vector. Then we can find R > 0 such
that φ∞v ∈ Λcon

R ; in other words there exist (γn)n ∈ ΓN and (tn)n ∈ RN such that γn 6= γk and
dΩ(πφtnγnv, o) ≤ R for n 6= k. Let ǫ := min{σ(w) : dΩ(πw, o) ≤ R+ 1} > 0. Then

∫

Γ×R

σ(v) ≥
∑

n≥0

∫ tn+1

t=tn−1

σ(φtγv) dt ≥
∑

n≥0

2ǫ = ∞.

6.3 The smooth and strongly extremal points have full measure

In this section we combine the conservativity of Sullivan’s measures with a result of Benzécri to
establish that in the divergent case, the smooth and strongly extremal points have full measure.
The following result is a particular case of a more general result of Benzécri. Recall that E•

V is the
space of pointed properly convex open subsets of P(V ), endowed with the Hausdorff topology, on
which PGL(V ) acts properly cocompactly (Fact 2.4).

Fact 6.7 ([Ben60, Prop. 5.3.9]). Suppose that dim(V ) = 3. Let (x,Ω) ∈ E•
V and ξ ∈ ∂singΩ. Let

T ∈ EV be a triangle and o ∈ T . Then we have the following convergence in E•
V /PGL(V ).

[y,Ω] −→
y→ξ

y∈[x,ξ)

[o, T ].

Proof. We briefly recall the proof of this fact, which is very easy in this particular case. Consider a
projective line P(W ) that does not intersect [x, ξ], and for each y ∈ [x, ξ), denote by gy ∈ PGL(V )
the unique element that fixes ξ and P(W ), and such that gyy = x. Let p : P(V ) r {ξ} → P(W )
be the stereographic projection. Since ξ is a singular point of ∂Ω, the image p(Ω) is a properly
convex open subset of P(W ), i.e. the interior of a segment. As y tends to ξ, the properly convex
open set gyΩ converges to the convex hull of p(Ω) and ξ, which is a triangle containing x.

Lemma 6.8. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup;
set M = Ω/Γ. Let v ∈ T 1Ω with a forward recurrent projection in T 1M . If φ∞v 6∈ ∂sseΩ, then
dspl(φ−∞v, φ∞v) = 2.
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•
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•
γnφ−∞v

•ξ′ v

φtnv

γnφtnv

Figure 3: Illustration of the second part of the proof of Lemma 6.8

Proof. Observe that the inequality dspl(φ−∞w, φ∞w) ≥ 2 holds for any vector w. Since the pro-
jection of v in T 1M is forward recurrent, there exist diverging sequences (tn)n ∈ [0,∞)N and
(γn)n ∈ ΓN such that (γnφtnv)n tends to v.

Suppose that φ∞v is singular. Then there exists a projective plane P(W ) ⊂ P(V ) which
contains v and such that ξ is a singular point of ∂Ω ∩ P(W ). Up to extraction, we can assume
that (γnP(W ))n converges to some P(W ′). By construction, (γnπφtnv,Ω ∩ γnP(W ))n converges
to (πv,Ω∩P(W ′). Since φ∞v is singular, we can apply Fact 6.7, and we obtain that Ω∩P(W ′) is
a triangle that contains φ±∞v, hence dspl(φ−∞v, φ∞v) ≤ 2.

Suppose there exists ξ ∈ ∂Ω r {φ∞v} such that [ξ, φ∞v] ⊂ ∂Ω. We can take ξ extremal. Up
to extraction we can assume that (γnξ)n converges to some ξ′ ∈ ∂Ω. Observe that [φ∞v, ξ′] ⊂ ∂Ω,
since it is the limit of the sequence of segments ([γnφ∞v, γnξ])n that are contained in the boundary
(see Figure 3). Since ξ is extremal, the Hilbert distance of πφtnv to [φ−∞v, ξ]∩Ω tends to infinity
with n; this implies that [φ−∞v, ξ′] ⊂ ∂Ω. Thus dspl(φ−∞v, φ∞v) ≤ 2.

Observe that the following corollary of Lemma 6.8 generalises with a shorter proof a result of
Islam [Isl, Prop. 6.3]. It can also be deduced from Lemma 7.7.(6).

Corollary 6.9. Let Ω ⊂ P(V ) be a properly convex open set and g ∈ Aut(Ω) with ℓ(g) > 0 and
such that g fixes two points ξ, η ∈ ∂Ω with dspl(ξ, η) > 2. Then g is rank-one and {ξ, η} = {x+

g , x
−
g }.

Proof. We apply Lemma 6.8 to any vector tangent to [ξ, η], whose projection in the quotient of
T 1Ω by the group generated by g is periodic, and hence forward recurrent.

We now combine Lemma 6.8 with Poincaré’s recurrence theorem (Fact 2.30.2) to establish the
following.

Proposition 6.10. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a divergent
discrete subgroup with M = Ω/Γ rank-one and non-elementary. Then any δΓ-conformal density
on ∂Ω gives full measure to ∂sseΩ.

Proof. Let o ∈ Ω and (νx)x∈Ω a δΓ-conformal density on ∂Ω. Observe that ∂sseΩ is Γ-invariant
and measurable, hence, by Observation 6.1, in order to show that ∂sseΩ has full νo-measure, it
is enough to prove that νo(∂sseΩ) > 0. Let us assume by contradiction that νo(∂sseΩ) = 0. Let
m be an induced Sullivan measure on T 1M . By assumption, m gives zero measure to the set of
vectors in T 1M who have a lift v ∈ T 1Ω such that φ∞v is smooth and strongly extremal. By
Proposition 6.6 and Fact 2.30.2, m gives full measure to the set of forward recurrent vectors. Let
K ⊂ T 1Ω denote the closed set of vectors v ∈ T 1Ω such that dspl(φ−∞v, φ∞v) = 2. By Lemma 6.8,
m̃ gives full measure to the set of vectors v ∈ K with a forward recurrent projection in T 1M . Let
v ∈ T 1Ω be a periodic rank-one vector; it is in the support of m̃ and in the open set T 1ΩrK, so
m̃(T 1ΩrK) > 0. This is a contradiction.
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Figure 4: v and w in the same strong stable manifold

6.4 Smooth points and strong stable manifolds

Let Ω ⊂ P(V ) be a properly convex open set. The following fact describes the strong stable
manifolds (Definition 2.31) of the action of the geodesic flow on T 1Ω.

Fact 6.11 ([Blab, Cor. 4.5]). Let Ω ⊂ P(V ) be a properly convex open set. Let v, w ∈ T 1Ω be
such that φ∞v = φ∞w is a smooth point of ∂Ω and bφ∞v(πv, πw) = 0 (see Figure 4). Then
(dT 1Ω(φtv, φtw))t converges non-increasingly to zero as t goes to infinity, i.e. w ∈ W ss(v).

Let us examine how Fact 6.11 can be rephrased using the Hopf parametrisation (Definition 3.2).
Fix o ∈ Ω. Let (ξ, η, t) ∈ Geod∞

h
(Ω)× R. If πh(η) is a smooth point of ∂Ω, then by Fact 6.11,

Hopfo(ξ
′, η, t) ∈ W ss(Hopfo(ξ, η, t)) (6.4)

for any ξ′ ∈ ∂hΩ such that (ξ′, η) ∈ Geod∞
h
(Ω). The parametrisation of the unstable manifolds is

more subtle. Using (3.7) and the fact that the unstable manifolds are the stable manifolds of the
reversed flow, one can see that if πhξ is smooth, then

Hopfo(ξ, η
′, t+ ρoξ,η(η

′)) ∈ W su(Hopfo(ξ, η, t)) (6.5)

for any η′ ∈ ∂hΩ such that (ξ, η′) ∈ Geodh(Ω), where

ρoξ,η(η
′) := 2〈ξ, η′〉o − 2〈ξ, η〉o. (6.6)

6.5 A cross-ratio on the boundary

Following the article [Ota92], whose setting is that of negatively curved manifolds, let us define a
cross-ratio, denoted by B, for four points on the boundary of a properly convex open set Ω ⊂ P(V ).
It should not be confused with the cross-ratio of four aligned points of the projective space, denoted
with brackets, and used to defined the Hilbert metric dΩ (see (2.1)).

Recall that the cross-ratio of four points ξ, ξ′, η, η′ ∈ Ω is defined as

B(ξ, ξ′, η, η′) := dΩ(ξ, η) + dΩ(ξ
′, η′)− dΩ(ξ, η

′)− dΩ(ξ
′, η). (6.7)

Fix o ∈ Ω. One can check that

B(ξ, ξ′, η, η′) = ρoξ,η(η
′) + ρoξ′,η′(η), (6.8)

and this implies that the B extends continuously to the set of quadruples (ξ, ξ′, η, η′) ∈ (Ω
h

)4 such
that (ξ, η), (ξ′, η), (ξ, η′) and (ξ′, η′) belong to Geodh Ω. See Figure 5 for a geometric interpretation
using horospheres (which also works with spheres when ξ, ξ′, η, η′ belong to Ω).

The next lemma is classical and relates special values of B, called periods, with (2.5).

Lemma 6.12. Let Ω ⊂ P(V ) be a properly convex open set. Let g ∈ Aut(Ω) be a biproximal
automorphism whose axis intersect Ω. Let ξ ∈ Ωh be such that (ξ, x+

g ) and (ξ, x−
g ) are in Geodh Ω

(recall that x±
g is a smooth point of ∂Ω by Fact 2.13, so it identifies with its preimage in ∂hΩ).

Then B(x+
g , x

−
g , ξ, gξ) = 2ℓ(g).
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Proof. By continuity of the cross-ratio, we can assume that ξ ∈ Ω. Then using (6.7) or (6.8), one
can show that

B(x+
g , x

−
g , ξ, gξ) = bx+

g
(ξ, gξ) + bx−

g
(gξ, ξ).

Now consider x ∈ Ω on the axis of g. We compute

bx+
g
(ξ, gξ) = bx+

g
(ξ, x) + bx+

g
(x, gx) + bx+

g
(gx, gξ)

= dΩ(x, gx) + bx+
g
(ξ, x) + bg−1x+

g
(x, ξ) (by Lemma 4.3)

= ℓ(g).

By taking the inverse we get:

bx−

g
(gξ, ξ) = bx+

g−1
(gξ, g−1gξ) = ℓ(g−1) = ℓ(g).

6.6 W
ss and W

su-invariant functions are essentially constant

In this section we prove that theW ss andW su-invariant functions on T 1M are essentially constant,
and we derive as a corollary that the flow is ergodic and mixing. We will need the following result,
about the local non-arithmeticity of the length spectrum; it is similar to [Blab, Prop. 4.1] but does
not need the assumption of strong irreducibility.

Fact 6.13 ([BZ]). Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup
with M = Ω/Γ rank-one and non-elementary. Then the set of translation lengths ℓ(γ) of rank-one
elements γ ∈ Γ generates a dense subgroup of R.

Proposition 6.14. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete
subgroup with M = Ω/Γ divergent rank-one and non-elementary. Let m be the Sullivan measure
on T 1M induced by a δΓ-conformal density (νx)x∈Ω. Then any W ss and W su-invariant function
on T 1M is essentially constant with respect to m.

Proof. We fix o ∈ Ω, and may assume that νo(∂Ω) = 1. Let f be a W ss and W su-invariant
function on T 1M . By Proposition 6.10, the measure m gives full measure to the (measurable) set
T 1Msse ⊂ T 1M of vectors v with φ∞v, φ−∞v ∈ ∂sseΩ, hence it suffices to show that the restriction
f|T 1Msse

is essentially constant. We lift f|T 1Msse
, via the Hopf parametrisation, to a function f̃

on {(ξ, η) ∈ ∂sseΩ : ξ 6= η} × R that we extend to ∂sseΩ
2 × R by setting f̃(ξ, ξ) = 0 for any ξ

(recall that we abusively identify ∂sseΩ with its preimage in ∂hΩ). Let us show that f̃ is ν2o times
Lebesgue-essentially constant. Recall that νo is non-atomic by Propositions 4.8 and 6.2, thus for
νo-almost all ξ, η ∈ ∂sseΩ we have ξ 6= η.

The function f is W ss and W su-invariant, so by (6.4) and (6.5), for νo-almost ξ, ξ′, η, η′ ∈ ∂sseΩ
and Lebesgue-almost any t ∈ R, the quantity ρξ,η(η

′)) is well-defined and

f̃(ξ, η, t) = f̃(ξ′, η, t) = f̃(ξ, η′, t+ ρξ,η(η
′)).

This implies in particular that there exist ξ0 6= η0 ∈ ∂sseΩ such that, if we denote g(t) := f̃(ξ0, η0, t)
for any t ∈ R, then for νo-almost all ξ, η ∈ ∂sseΩ and Lebesgue-almost any t ∈ R, the quantity
ρξ0,η0(η) is well-defined and

f̃(ξ, η, t+ ρξ0,η0(η)) = g(t).

It is enough to establish that the measurable function g is essentially constant with respect to
the Lebesgue measure. We denote by H the additive real subgroup consisting of numbers τ such
that g(t + τ) = g(t) for Lebesgue-almost every t ∈ R. A classical result says that H is a closed
subgroup of R. (To see this first reduce to the case where g is bounded and then note that H is the
stabiliser of g(t) dt for the continuous action of R on the space of Radon measures on R.) To finish
the proof of Proposition 6.14 it is enough, according to Fact 6.13, to prove that 2ℓ(γ) ∈ H for any
rank-one element γ ∈ Γ. To this end we observe that many cross-ratios belong to H : for νo-almost
all ξ, η, ξ′, η′ ∈ ∂sseΩ and Lebesgue-almost every t ∈ R, the quantities ρξ0,η0(η), ρξ,η(η

′), ρξ′,η′(η)
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Figure 5: Illustration of computations (6.9),
where dΩ(x, y) = B(ξ, ξ′, η, η′)

and B(ξ, ξ′, η, η′) are well-defined and we have the following serie of equalities (see Figure 5 for a
geometric interpretation).

g(t) = f̃(ξ, η, t+ ρξ0,η0(η))

= f̃(ξ, η′, t+ ρξ0,η0(η) + ρξ,η(η
′))

= f̃(ξ′, η′, t+ ρξ0,η0(η) + ρξ,η(η
′))

= f̃(ξ′, η, t+ ρξ0,η0(η) + ρξ,η(η
′) + ρξ′,η′(η))

= f̃(ξ, η, t+ ρξ0,η0(η) +B(ξ, ξ′, η, η′))

= g(t+B(ξ, ξ′, η, η′)). (6.9)

Consider a rank-one element γ ∈ Γ and a point ξ ∈ ∂sseΩ ∩ supp(νo) r {x−
g , x

+
g }. Then 2ℓ(γ) is

equal to B(x+
γ , x

−
γ , ξ, γξ) by Lemma 6.12, and furthermore this quantity belongs to H because H

is closed, B is continuous and x+
γ , x

−
γ , ξ, γξ are in supp(µo).

Corollary 6.15. In the setting of Proposition 6.14, if Γ is divergent, then m is ergodic under the
action of the geodesic flow. Furthermore, the Γ-quasi-invariant measures ν2o and νo on ∂Ω2 and
∂Ω are ergodic under the action of Γ. In particular the δΓ-conformal density is unique up to a
scalar multiple.

If moreover m is finite, then it is mixing.

Proof. The ergodicity of m is a direct consequence of Fact 2.32, Proposition 6.6 and Proposi-
tion 6.14, which can be applied since m is Radon.

The ergodicity of ν2o is a direct consequence of that of m, since there is correspondence between
Γ-invariant measurable subsets of Geod∞Ω (which has full ν2o -measure) and (φt)t-invariant mea-
surable subsets of T 1M , sending sets with full (resp. null) measure to sets with full (resp. null)
measure. For similar reasons, the ergodicity of νo is a direct consequence of that of ν2o .

Let (ν′x)x∈Ω be another δΓ-conformal density such that ν′o(∂Ω) = νo(∂Ω). Then the family
(νx + ν′x)x∈Ω is also a conformal density. The measures νo and ν′o are absolutely continuous
with respect νo + ν′o; the Radon–Nikodym derivatives are Γ-invariant, by definition of conformal
densities, and hence constant (νo + ν′o)-almost surely by ergodicity. Thus νo = ν′o.

If m is finite, then it is mixing by Fact 2.33 and Proposition 6.14.

6.7 The support of conformal densities

Let us establish that the support of the δΓ-conformal density, for Γ divergent and M = Ω/Γ
rank-one, is exactly the proximal limit set. This is a consequence of conservativity and ergodicity
of the Bowen–Margulis measure, Fact 2.30.4, and the fact that T 1Mbip is maximal among the
flow-invariant closed subsets of T 1M on which the geodesic flow is forward topologically transitive
(i.e. has a dense forward orbit); this last result was proved in [Blab].
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Proposition 6.16. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a divergent
discrete subgroup with M = Ω/Γ rank-one and non-elementary. Then Λprox is the support of any
δΓ-confomal density and T 1Mbip is the support of any Bowen–Margulis measure.

Proof. Let (νx)x∈Ω be the δΓ-conformal density on ∂Ω, and o ∈ Ω. Since Λprox is the smallest Γ-
invariant closed subset of Ω (Fact 2.18) and νo is Γ-quasi-invariant, we have Λprox ⊂ supp(νo) and
T 1Mbip ⊂ supp(m). Since m is conservative and ergodic by Proposition 6.6 and Corollary 6.15,
Fact 2.30.4 implies that the geodesic flow is forward topologically transitive on supp(m) (i.e. has
a dense forward orbit). According to [Blab, Th. 1.2], this implies that supp(m) = T 1Mbip.

Suppose by contradiction there is a point ξ ∈ supp(νo) r Λprox. Since M is rank-one, we can
find a strongly extremal point η ∈ Λprox. Then we can find a neighbourhood U × V ⊂ Geod∞(Ω)
of (ξ, η) such that U ∩ Λprox is empty. Note that νo(U)νo(V ) > 0 since ξ, η ∈ supp(νo). Hence m
gives non-zero measure to the set of vectors v with lifts ṽ ∈ T 1Ω such that (φ−∞v, φ∞v) ∈ U × V ;
but this set is not contained in T 1Mbip: this is a contradiction.

6.8 Proof of Theorem 1.6.(2)

Theorem 1.6.(2) is a direct consequence of Propositions 4.7, 4.8, 6.6, 6.10 and 6.16, Corollary 6.15
and Fact 2.29. Observe that (∂Ω2, ν2o ,Γ) being conservative and ergodic is due to the fact that
Geod∞(Ω) ⊂ ∂Ω2 has full ν2o -measure, since νo is non-atomic and gives full measure to the set of
strongly extremal points

7 Preparatory results on convex cocompact projective man-
ifolds

In real hyperbolic geometry, many properties of compact manifolds are actually also true for a
broader class of manifolds: the convex cocompact ones, and the proofs of these properties generally
work verbatim. This observation remains valid in convex projective geometry, thanks to the recent
notion of convex cocompactness developped by Danciger, Guéritaud and Kassel in this setting
(see Definition 1.2). Note that most of the results of the remainder of the paper concern convex
cocompact actions. The present section gathers results on convex cocompact actions, and in
particular more precise Shadow lemmas. An important result of Danciger–Guéritaud–Kassel that
we will need is the following.

Fact 7.1 ([DGK, Prop. 5.10]). Let Ω ∈ P(V ) be a properly convex open set and Γ ⊂ PGL(V ) a
discrete subgroup. Suppose that Γ acts convex cocompactly on Ω and Ω∗. Then Ω r Λorb

Ω (Γ) has
bisaturated boundary, in the sense that [ξ, η] ∩Ω is non-empty for all ξ ∈ Λorb and η ∈ Ωr Λorb.

Observe that, given a strongly irreducible discrete subgroup Γ ⊂ PGL(V ) that acts convex
cocompactly on a properly convex open Ω ⊂ P(V ), if we want to understand the dynamics of the
geodesic flow on (T 1Ω/Γ)cor, then we can assume that Γ also acts convex cocompactly on Ω∗, since
otherwise we may take another Γ-invariant properly convex open set Ω′ such that Γ acts convex
cocompactly on both Ω′ and (Ω′)∗, and we have (T 1Ω/Γ)cor = (T 1Ω′/Γ)cor (see [DGK, Prop. 5.10
& Cor. 4.17]).

7.1 Proof of Proposition 1.7

Consider o ∈ Ccor
Ω (Γ). We set Vol :=

∑

γ∈ΓDγo, where Dx denotes the Dirac mass at x ∈ Ω; this
defines a Γ-invariant Radon measure on Ω, which is supported on Ccor

Ω (Γ). We apply Fact 2.22 to
Vol, in order to obtain a δΓ-conformal density νo on ∂Ω which is supported on Λorb. Recall that
Λorb = Λcon (see Section 1.2), hence νo(Λ

con) = 1 and therefore Γ is divergent by Theorem 1.6.
By the same theorem, the Bowen–Margulis measure m is supported on T 1Mcor. Since m is Radon
and T 1Mcor is compact, m must be finite.
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7.2 A Shadow lemma for convex cocompact actions

In this section we prove a Shadow lemma for when Γ satisfies the stronger assumption that it acts
convex cocompactly on Ω. The main interest of the new Shadow lemma is that it estimates the
measure of small shadows.

We denote rayx(A) =
⋃

ξ∈A[x, ξ) for x ∈ Ω and A ⊂ ∂Ω.

Lemma 7.2. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup.
Suppose that Γ is strongly irreducible and T 1Mbip is non-empty, or that M is rank-one and non-
elementary. Consider δ ≥ 0 and a δ-conformal density (νx)x∈Ω on ∂Ω. Let K ⊂ Ω be a compact
subset and C = Γ ·K. Then there exists R0 > 0 such that for any R > 0, we can find a constant
C = C(R) > 0 such that for all x, y ∈ C,

C−1e−δdΩ(x,y) ≤ νx(OR0+R(x, y)) ≤ νx(O
+
R0+R(x, y)) ≤ Ce−δdΩ(x,y),

and if furthermore y ∈ rayx(supp(νo)), then

νy(OR(x, y)) ≥ C−1 and νx(OR(x, y)) ≥ C−1e−δdΩ(x,y).

Proof. Let R > 0. By definition of the conformal density, νx ≤ eδdΩ(x,y)νy for any x, y ∈ Ω. Using
the triangular inequality and Fact 2.1, it is elementary to see that for all x, y, x′, y′ ∈ Ω,

Oα
R(x, y) ⊂ Oα

R+dΩ(x,x′)+dΩ(y,y′)(x
′, y′) for α = ∅ or + .

By Γ-equivariance it is enough to prove the lemma for x ∈ K. Let D be the diameter of K for the
Hilbert metric, and fix o ∈ K. For any y ∈ C, there exists γ ∈ Γ such that dΩ(y, γo) ≤ D, and
then for any x ∈ K,

e−δΓDνo(OR(o, γo)) ≤ νx(OR+2D(x, y)) ≤ νx(O
+
R+2D(x, y)) ≤ eδΓDνo(O

+
R+4D(o, γo)).

Now we can use the Shadow lemma (Lemma 4.2) to bound the right-most and left-most terms
when R is greater than some R0, and we obtain the first estimate.

Let us show the second estimate. We set

ǫ := inf{νx(OR(y, x
′)) : x ∈ K, y ∈ Ω, x′ ∈ K ∩ rayy(supp νo)} > 0.

We then make the same computations as in the Shadow lemma (Lemma 4.2). We take a δ-
conformal density (µx)x∈Ω on ∂hΩ such that (πhor)∗µx = νx for any x ∈ Ω. Let x ∈ K and
y ∈ rayx(supp(νo)) ∩ C; by definition of K there exists γ ∈ Γ such that γ−1y ∈ K. Then

νx(OR(x, y)) = µx(π
−1
hor(OR(x, y)))

= µγ−1x(π
−1
hor(OR(γ

−1x, γ−1y)))

=

∫

π−1
hor

(OR(γ−1x,γ−1y))

e−δb
ξ̃
(γ−1x,γ−1y)dµx(ξ̃)

≥

∫

π−1
hor

(OR(γ−1x,γ−1y))

e−δdΩ(x,y)dµx(ξ̃)

≥ νx(OR(γ
−1x, γ−1y))e−δdΩ(x,y)

≥ ǫe−δdΩ(x,y).

As an immediate corollary, we obtain the following.

Corollary 7.3. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a convex cocompact
and discrete subgroup. Suppose that Γ is strongly irreducible and T 1Mbip is non-empty, or that M
is rank-one and non-elementary. Consider δ ≥ 0 and a δ-conformal density (νx)x∈Ω on ∂Ω. Then
there exists R0 > 0 such that for any R > 0, we can find a constant C = C(R) > 0 such that for
all x, y ∈ Ccor,

C−1e−δdΩ(x,y) ≤ νx(OR0+R(x, y)) ≤ Ce−δdΩ(x,y),

and if furthermore y ∈ rayx(supp(νo)), then

νy(OR(x, y)) ≥ C−1 and νx(OR(x, y)) ≥ C−1e−δdΩ(x,y).
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7.3 Non-straight closed geodesics

In this section we investigate non-rank-one automorphisms of properly convex open sets which
realise their translation length.

7.3.1 Some standard facts

The following fact says that the only case where a non-straight geodesic can appear is the one
shown in Figure 1.

Fact 7.4. Let Ω ⊂ P(V ) be a properly convex open set. For x, y ∈ Ω distinct, consider (axy, bxy)
in ∂Ω2 such that axy, x, y, bxy are aligned in this order. Let x, y, z ∈ Ω be pairwise distinct. Then
dΩ(x, z) = dΩ(x, y) + dΩ(y, z) if and only if axz ∈ [axy, ayz] and bxz ∈ [bxy, byz].

This property can be used to prove the following.

Fact 7.5 ([FK05]). Let Ω ⊂ P(V ) be a properly convex open set, I ⊂ R a non-trivial interval
and c : I → Ω an isometric embedding. For all t < s ∈ I, consider (ats, bts) in ∂Ω2 such that
ats, c(t), c(s), bts are aligned in this order. Let F+ (resp. F−) be the smallest closed face of Ω that
contains {bts : t < s ∈ I} (resp. {ats : t < s ∈ I}). Then F+ and F− are proper faces of Ω, whose
dimension is the dimension of the convex hull of c(I) minus 1.

Moreover, if sup I = ∞ (resp. inf I = −∞), then (c(t))t converges to a point of F+ (resp. F−)
when t goes to +∞ (resp. −∞).

The following generalises the fact that x+
g ∈ ∂Ω and x+

g ⊕ x0
g ∩ Ω = ∅ for any biproximal

automorphism g of a properly convex open set Ω.

Fact 7.6. Let Ω ⊂ P(V ) be a properly convex open set. Let g ∈ P(End(V )) be in the closure of
Aut(Ω), then its kernel and its image intersect Ω but not Ω.

7.3.2 Analysis of an automorphism that attains its translation length

Lemma 7.7. Let Ω be a properly convex open set. Let g ∈ Aut(Ω) with ℓ(g) > 0 and suppose
there exists x ∈ Ω such that dΩ(x, gx) = ℓ(g). Consider a, b ∈ ∂Ω such that a, x, gx, b are aligned
in this order. Then

(1) the path c : R → Ω, defined by c(t) ∈ [gnx, gn+1x] and dΩ(c(t), g
nx) = t − n for all n ∈ Z

and t ∈ [n, n+ 1], is a geodesic;

(2) the restriction of g to x+
g ⊕ x−

g is diagonalisable over C;

(3) the restriction of g to the span P(W ) of {gnx}n is biproximal;

(4) x+
g ⊕ x0

g ∩P(W )∩Ω (resp. x−
g ⊕ x0

g ∩P(W )∩Ω) is the smallest g-invariant closed face of Ω
that contains b (resp. a);

(5) if x, gx, g2x are not aligned, then x0
g ∩ Ω is non-empty;

(6) if g is not rank-one, then dspl(a, b) = 2.

Proof. Let us check that (1) holds. Consider three real numbers r ≤ s ≤ t, pick three integers
k ≤ n ≤ m such that k ≤ r ≤ k + 1 and n ≤ s ≤ n+ 1 and m ≤ t ≤ m+ 1. By (2.5), we have

dΩ(c(r), c(t)) ≥ dΩ(g
kx, gm+1x)− dΩ(g

kx, c(r)) − dΩ(c(t), g
m+1x)

≥ ℓ(gm+1−k)− dΩ(g
kx, c(r)) − dΩ(c(t), g

m+1x)

=

m∑

i=k

dΩ(g
ix, gi+1x) − dΩ(g

kx, c(r)) − dΩ(c(t), g
m+1x)

= dΩ(c(r), g
k+1x) +

m−1∑

i=k+1

dΩ(g
ix, gi+1x) + dΩ(g

mx, c(t))

≥ dΩ(c(r), c(s)) + dΩ(c(s), c(t)).
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For all distinct pair of points (y, z) ∈ Ω
2
, let us denote by szy ∈ ∂Ω the point such that y, z, szy

are aligned in this order. Let P(W ) ⊂ P(V ) be the span of {gnx}n∈Z, with dimension k ≥ 1; we set
Ω′ = Ω∩P(W ). By Fact 7.5, the smallest closed face of Ω that contains {gnb}n∈Z (resp. {gna}n∈Z),
denoted by F+ (resp. F−), is proper, and therefore its span P(W+) (resp. P(W−)) has dimension

k− 1. Moreover sg
mx

gnx ∈ F+ (resp. F−) for all m > n (resp. m < n), and (gnx)n converges to some
point ξ+ ∈ F+ ∩ x+

g (resp. ξ− ∈ F− ∩ x−
g ) which is fixed by g, when n goes to +∞ (resp. −∞).

Consider a lift g̃ ∈ GL(V ) of g that preserves one connected component C ⊂ V r {0} of the
preimage of Ω, and such that λ1(g̃) = 1. Let us examine the Jordan normal form of g̃: there exists
ℓ ≥ 0 and a decomposition

g̃ = u1 + · · ·+ uα − (u′
1 + · · ·+ u′

α′) + rθ11 v1 + · · ·+ r
θβ
β vβ + h, (7.1)

which satisfies the following. The product of any two matrices in this sum is zero. The integers
α, β ≥ 0 are not both zero. The sequence ( 1

nℓh
n)n tends to zero. The matrices u1, . . . , uα, u

′
1, . . . , u

′
α′

are all conjugate to the matrix with zeros everywhere except on the upper-left block of size ℓ+ 1,
which is the exponential of the upper-triangular matrix whose (i, j)-entry is 1 if j = i + 1 and
zero otherwise. For θ ∈ R and 1 ≤ i ≤ β, the matrices rθi and vi are simultaneously conjugate to
the matrices with zeros everywhere except on the upper-left block of size 2ℓ + 2, where they are
respectively of the form






rotθ

. . .

rotθ




 and exp









0 I2
. . .

. . .

. . . I2
0









, with rotθ =

(
cos θ sin θ
− sin θ cos θ

)

and I2 = rot0.

Finally θ1, . . . , θβ ∈ R r πZ. Let ūi = limn→∞
ℓ!
nℓu

n
i and ū′

i = limn→∞
ℓ!
nℓu

′
i
n for 1 ≤ i ≤ α and

v̄i = limn→∞
ℓ!
nℓ v

n
i for 1 ≤ i ≤ β; the set of accumulation points of (rnθii )n is {rθi : θ ∈ θiZ+ 2πZ}

for 1 ≤ i ≤ β. Let x̃ ∈ C be a lift of x ∈ Ω. The accumulation points of ( ℓ!
nℓ g̃

nx̃)n are

{
∑

i

ūix̃+ (−1)m
∑

i

ū′
ix̃+

∑

i

r
θ′

i

i v̄ix̃ : m ∈ {0, 1}, θ′i ∈ θi(2Z+m) + 2πZ

}

,

which are non-zero by Fact 7.6. Since (gnx)n converges to ξ+, these accumulation points are all in
ξ+ ∩ C, and this imply that ū′

ix̃ = 0 for 1 ≤ i ≤ α′ and v̄ix̃ = 0 for 1 ≤ i ≤ β. Up to considering
another basis, we can assume that ūix̃ = 0 for any 2 ≤ i ≤ α.

The element g̃ commutes with every matrix of its decomposition (7.1), and hence also with
{ūi}1≤i≤α, and {ū′

i}1≤i≤α′ , and {rθi }1≤i≤β, θ∈R and {v̄i}1≤i≤β . Thus {ūig̃
nx̃}2≤i≤α, {ū′

ig̃
nx̃}1≤i≤α′ ,

and {v̄ig̃
nx̃}1≤i≤β are zero for any n ≥ 0. By construction of W , all elements {ūi}2≤i≤α, and

{ū′
i}1≤i≤α′ , and {v̄i}1≤i≤β are zero on W .
Suppose by contradiction that the restriction of g to x+

g is not diagonalisable over C, i.e. that

ℓ > 0. Then ū1ξ̃+ = 0 for any lift ξ̃+ ∈ W of ξ+. This, and the fact that ū1x̃ 6= 0, imply that
ū1ỹ 6= 0 for any lift ỹ ∈ C of y := sxξ+ ∈ F−. As a consequence, (gny)n converges to ξ+. Since F−

is closed, it contains ξ+, as well as x: contradiction. For the same reasons, the restriction of g to
x−
g is diagonalisable over C, and this concludes the proof of (2).
The sequence of restrictions (g̃n|W )n converges to ū1|W which is proximal because it is a projector

with rank 1. Therefore g̃n|W is proximal for n large enough, and so is g̃|W . For the same reasons,

g̃−1
|W is proximal, and this concludes the proof of (3).

In order to establish (4), it is enough to prove that F+ (resp. F−) is contained in x+
g ⊕x0

g (resp.
x−
g ⊕ x0

g), since its dimension is k − 1. Pick ξ ∈ F+; the sequence (gnξ)n≥0 cannot converge to ξ−
since this point does not belong to F+. That g|P(W ) is biproximal implies that ξ ∈ x+

g ⊕ x0
g. The

proof of F− ⊂ x−
g ⊕ x0

g is similar.
Suppose that x, gx, g2x are not aligned. Then b ∈ F+ r {ξ+} ⊂ x+

g ⊕ x0
g r x+

g , hence (g−nb)n
accumulates in x0

g. This proves (5).
Suppose that g is not rank-one. Since x ∈ [a, b] ∩ Ω, the simplicial distance between a and b

is at least 2. If x, gx, g2x are aligned then a = ξ− and b = ξ+ are fixed by g, and dspl(a, b) ≤ 2
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by Corollary 6.9. Otherwise, there is ξ ∈ x0
g ∩ ∂Ω′, and dspl(a, b) ≤ dspl(a, ξ) + dspl(ξ, b) ≤ 2 since

ξ ∈ F+ ∩ F−. This proves (6).

7.4 Non-straight closed geodesics on convex cocompact manifolds

Let Γ ⊂ PGL(V ) be a discrete subgroup that preserves a properly convex open set Ω ⊂ P(V ); set
M := Ω/Γ. In Section 2.7, we have associated to each periodic geodesic of M a conjugacy class
of Γ. When Γ acts convex cocompactly on Ω, one can produce a weak converse of this; to each
automorphism of γ ∈ Γ, we are able to associate a geodesic segment of length ℓ(γ), which is closed
on M and is freely homotopic to γ, but which is not necessarily closed in T 1M .

Fact 7.8 ([DGK, Prop. 10.4]). Consider a discrete subgroup Γ ⊂ PGL(V ) that acts convex cocom-
pactly on a properly convex open sets Ω ⊂ P(V ). Then for any γ ∈ Γ, there exists x ∈ Ccor

Ω (Γ) such
that dΩ(x, γx) = ℓ(γ).

The following corollary ensures the closed curve can be taken tangent to T 1Mcor.

Corollary 7.9. Let Γ ⊂ PGL(V ) be a convex cocompact discrete subgroup. Consider a Γ-invariant
properly convex open set Ω ⊂ P(V ) such that Γ acts convex cocompactly on Ω and Ω∗; set M = Ω/Γ.
Let γ ∈ Γ and v ∈ T 1Ω be such that ℓ(γ) > 0 and γπv = πφℓ(γ)v. Then φ±∞v ∈ Λorb and
πΓv ∈ T 1Mcor.

Proof. According to Fact 7.1, the properly convex set Ω r Λorb has bisaturated boundary (i.e.
[ξ, η] ∩ Ω 6= ∅ for all ξ ∈ Λorb and η ∈ Ω r Λorb). By Lemma 7.7, φ±∞v ∈ x±

γ ⊕ x0
γ ∩ ∂Ω,

hence the segment between φ±∞v and the limit of (γ±nπv)n is contained in ∂Ω. This implies that
φ±∞v ∈ Λorb since Ω r Λorb has bisaturated boundary and since limn→∞ γnπv ∈ Λorb. Thus v
belongs to T 1Mcor.

The following corollary ensures that when Γ is convex cocompact, if (T 1Ωmax/Γ)bip is non-
empty then we can find Ω ⊂ Ωmax such that Ω/Γ is rank-one. This corollary generalises results
of Islam [Isl, Lem. 6.4] and Zimmer [Zim, Th. 7.1] for compact convex projective manifolds; one
may also compare it to a remark of Islam [Isl, Rem.A.1.C] which concerns not necessarily compact
convex projective manifolds with a compact convex core.

Corollary 7.10. Let Γ ⊂ PGL(V ) be a discrete subgroup that acts convex cocompactly on a
properly convex open set Ω ⊂ P(V ).

• Any biproximal element of Γ whose dual axis in P(V ∗) intersects Ω∗ is rank-one; in particular,
if T 1(Ω∗/Γ)bip 6= ∅, then Ω/Γ is rank-one.

• Suppose that Γ acts convex cocompactly on Ω∗, then any biproximal element of Γ whose axis
intersects Ω is rank-one; in particular, if (T 1Ω/Γ)bip 6= ∅, then Ω/Γ is rank-one.

Proof. The first point is an immediate consequence of Lemma 7.7.(5) and Fact 7.8. Let us establish
the second point. Let γ ∈ Γ be biproximal with Axis(γ)∩Ω 6= ∅. Since Γ acts convex cocompactly
on Ω∗, the first point implies that γ, seen as a rank-one automorphism of Ω∗, is rank-one. Thus,
γ is a rank-one automorphism of Ω by Fact 2.14.

7.5 A closing lemma

In this section we state a closing lemma, generalising [Bra20b, Th. 4.4] and weaker than the classical
one from Anosov [Ano67, Lem. 13.1]. We briefly recall the idea: whenever a geodesic segment comes
back sufficiently close to its starting point (no matter how long it is), we can find closed geodesic
which tracks it. The following version a more geometrical formulation of the closing lemma. We
state the dynamical version below.

Lemma 7.11. Let Ω ⊂ P(V ) be a properly convex open set, x ∈ Ω and (ξ−, ξ+) ∈ ∂Ω2. Assume
that dspl(ξ+, FΩ(ξ−)) ≥ 2 and dspl(ξ−, FΩ(ξ+)) ≥ 2. Then there exists R > 0 such that for any

neighbourhood W of BΩ(ξ−, R)×BΩ(ξ+, R) in Ω
2
, there exists a neighbourhood U of (ξ−, ξ+) such

that for any g ∈ Aut(Ω), if (g−1x, gx) ∈ U , then g is biproximal and (x−
g , x

+
g ) ∈ W .
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To prove the previous result, we need the following generalisation of the fact that projective
transformations with an attracting fixed point are proximal.

Fact 7.12 ([Bir57]). Let g ∈ PGL(V ) contract a properly convex open set, in the sense that there
exists a properly convex open set Ω ⊂ P(V ) such that g(Ω) ⊂ Ω. Then g is proximal.

Proof of Lemma 7.11. The case where dim(V ) = 2 is trivial, and we assume that dim(V ) ≥ 3.

(1) By assumption, we can find R > 0 large enough so that OR(ξ±, x) contains FΩ(ξ∓).

(2) By lower semi-continuity of dΩ, we may find a neighbourhood U± ⊂ ΩrBΩ(x,R) of ξ± such
that OR(ξ, x) contains OR(x, y) for all ξ ∈ U± and y ∈ Ω ∩ U∓.

(3) Our assumption ensures that dspl(ξ, FΩ(ξ∓)) ≥ 2 for any ξ ∈ BΩ(ξ±, R), so we can find
R′ ≥ R large enough so that OR′(ξ, x) contains FΩ(ξ∓) for any ξ ∈ BΩ(ξ±, R).

(4) By lower semi-continuity of dΩ, we may find a neighbourhood W± ⊂ Ω r BΩ(x,R
′) of

BΩ(ξ±, R) such that OR′(ξ, x) contains OR′(ξ, y) for all ξ ∈ W± and y ∈ Ω ∩W∓, and such
that W− ×W+ ⊂ W .

(5) Take a neighbourhood U ′
± ⊂ U± of ξ± such that OR(x, y) is contained in W± for any

y ∈ Ω ∩ U ′
±.

Consider g ∈ Aut(Ω) such that g±1x ∈ U ′
±, and let us show that g is biproximal with (x−

g , x
+
g )

in W . By (2) and since gx ∈ U+ and g−1x ∈ U−, we have

gOR(g
−1x, x) = OR(x, gx) ⊂ OR(g

−1x, x).

Hence g fixes some point η+ ∈ OR(x, gx) by the Brouwer fixed point theorem. Symmetrically, g
fixes some point η− ∈ OR(x, g

−1x).
By (5), the point η+ lies in W+, and η− lies in W−. By (4), this implies that

gOR′(η−, x) = OR′(η−, gx) ⊂ OR′(η−, x).

Therefore, according to Fact 7.12, the projection g′ ∈ PGL(V/η−) of g is proximal, and its attract-
ing fixed point corresponds in P(V ) to a line of the form η− ⊕ ζ+, where ζ+ ∈ OR′(η−, gx) is fixed
by g.

By Fact 7.6, since ℓ(g) ≥ ℓ(g′) > 0 and since η− ⊕ ζ+ intersects Ω, we either have (η−, ζ+) ∈
x−
g × x+

g or (η−, ζ+) ∈ x+
g × x−

g . The latter case contradicts the fact that dim(V ) ≥ 3 and g′ is
proximal. Hence η− ∈ x−

g and ζ+ ∈ x+
g , and g is proximal with ζ+ = x+

g . Symmetrically, g−1 is also
proximal and η+ ∈ x+

g . We have proved that g is biproximal with (x−
g , x

+
g ) = (η−, η+) ∈ W .

Corollary 7.13. Let Ω ⊂ P(V ) be a properly convex open set. Let x ∈ Ω, (ξ−, ξ+) ∈ ∂Ω2 and
W a neighbourhood of (ξ−, ξ+). Then there exists a neighbourhood U of (ξ−, ξ+) such that for any
g ∈ Aut(Ω) with (g−1x, gx) ∈ U ,

• if dspl(ξ−, ξ+) ≥ 3, then g is rank-one;

• if ξ− and ξ+ are extremal and dspl(ξ−, ξ+) ≥ 2, then g is biproximal and (x−
g , x

+
g ) ∈ W ;

• if ξ− and ξ+ are distinct and strongly extremal, then g is rank-one and (x−
g , x

+
g ) ∈ W .

Given a convex projective orbifold M , we use B̃
(t)
T 1M to denote the open balls for the metric

d̃
(t)
T 1Ω (see Section 2.13).

Lemma 7.14. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup;
denote M = Ω/Γ. Consider α > 0 and v0 ∈ T 1M such that the endpoints φ−∞ṽ0 and φ∞ṽ0 of any
lift ṽ0 are extremal (resp. strongly extremal). Then there exists ǫ > 0 satisfying the following. For
any v ∈ BT 1M (v0, ǫ), and for any time t > α, if φtv ∈ BT 1M (v0, ǫ), then one can find a biproximal

(resp. rank-one) periodic vector w ∈ B̃
(t)
T 1M (v, α) with period in [t− α, t+ α].
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Proof. Let W be a neighbourhood of (φ−∞ṽ0, φ∞v0) such that [ξ−, ξ+] ∩BT 1Ω(φtṽ0, α/8) 6= ∅ for
any 0 ≤ t ≤ 1. By Corollary 7.13, we can find a neighbourhood U = U−×U+ ⊂ W of φ±∞ṽ0 such
that for any γ ∈ Γ, if (γ−1πṽ0, γπṽ0) ∈ U then γ is biproximal (resp. rank-one) and (x−

γ , x
+
γ ) ∈ W .

Let t0 > 0 and ǫ1 < α/8 be such that BΩ(πφ±tṽ, ǫ1) ⊂ U± for any ṽ ∈ BT 1Ω(ṽ0, ǫ1) and t ≥ t0.
Now consider t ≥ t0 and v ∈ BT 1M (v0, ǫ1) such that φtv ∈ BT 1M (v0, ǫ1). We can find a lift

ṽ ∈ BT 1Ω(ṽ0, ǫ1) and an element γ ∈ Γ such that φtṽ ∈ BT 1Ω(γṽ0, ǫ1). Then (γ−1πṽ0, γπṽ0) ∈ U ,
hence γ is biproximal (resp. rank-one) and (x−

γ , x
+
γ ) ∈ W . Be definition of W , we can find

w̃ ∈ BT 1Ω(ṽ0, α/8) tangent to the axis of γ. Then dT 1Ω(w̃, ṽ) ≤ α/4 and dT 1Ω(γw̃, φtṽ) ≤ α/4;

since γw̃ = φℓ(γ)w̃, by triangular inequality we have |ℓ(γ)− t| ≤ α/2, and d
(t)
T 1Ω(w̃, ṽ) ≤ α.

To finish the prooof, it remains to find ǫ < ǫ1 such that for all α ≤ t ≤ t0 and v ∈ BT 1M (v0, ǫ), if

φtv ∈ BT 1M (v0, ǫ), then one can find a biproximal (resp. rank-one) periodic vector w ∈ B̃
(t)
T 1M (v, α)

with period in [t − α, t + α]. If v0 is not periodic, then we take ǫ < ǫ1 small enough so that

BT 1M (v0, ǫ) ⊂ B
(t0)
T 1M (v0, ǫ2/2), where ǫ2 := minα≤t≤t0 dT 1M (φtv0, v0). If v0 is periodic, then it

is biproximal (resp. rank-one) since φ±∞ṽ0 are extremal (resp. strongly extremal). We then take

ǫ < ǫ1 small enough so that BT 1M (v0, ǫ) ⊂ B
(t0)
T 1M (v0, ǫ2/2), where ǫ2 := mint∈T dT 1M (φtv0, v0)

and T is the set of times α ≤ t ≤ t0 such that φsv0 6= v0 for any t− α<s < t+ α.

8 The measure of maximal entropy

In this section we prove that on a non-elementary rank-one convex projective manifold M = Ω/Γ,
if Γ acts convex cocompactly on Ω, then the Bowen-Margulis probability measure (i.e. the unique
Bowen–Margulis measure with total mass 1) is the unique measure with maximal entropy.

8.1 The measure of dynamical balls

In this section we derive from the Shadow lemma (Corollary 7.3) an estimate for the measure
of dynamical balls (namely balls for the metrics (d(t))t≥0 defined in Definition 2.34). The idea
is very similar to the computations in the proof of Proposition 6.2, which are actually Roblin’s
computations; the difference here is that our shadows are a priori small, and this is why we need the
stronger Shadow lemma (Corollary 7.3), which works for small shadows. However, Corollary 7.3
only works for usual shadows OR(x, y), and not for the scarce shadows of the form O−

R(x, y); to
overcome this issue we use the following lemma, which is a consequence of Benzécri’s compactness
theorem (Fact 2.4).

Lemma 8.1. For any ǫ > 0, there exists ǫ′ > 0 such that for any properly convex open set Ω ⊂
P(V ), for any x, y ∈ Ω at distance at least 1, if we have two points on the boundary ξ ∈ Oǫ′(y, x)
and η ∈ Oǫ′(x, y), then the line ξ ⊕ η intersects both balls BΩ(x, ǫ) and BΩ(y, ǫ).

Proof. By symmetry it is enough to prove that ξ ⊕ η meets BΩ(x, ǫ). We assume by contradiction
that there exist sequence (ǫ′n)n∈N ∈ RN

>0 converging to 0 and a sequence (Ωn)n∈N ∈ EN

V such
that for each n ∈ N we can find xn, yn ∈ Ωn at distance at least 1 and ξn ∈ Oǫ′n(yn, xn) and
ηn ∈ Oǫ′n(xn, yn) such that (ξn ⊕ ηn) ∩BΩ(xn, ǫ) = ∅.

By Benzécri’s compactness theorem (Fact 2.4), we can assume, up to extraction, that ((Ωn, xn))n
converges to some pointed properly convex open set (Ω, x) ∈ E•

V , bounded in some affine chart
that we fix. Up to extraction we assume that Ωn is also bounded in the affine chart for any n ∈ N,
and that (yn)n∈N (resp. (ξn)n∈N and (ηn)n∈N) converges to y ∈ ΩrBΩ(x, 1) (resp. ξ and η ∈ ∂Ω)
such that (ξ ⊕ η) ∩BΩ(x, ǫ) = ∅.

By definition of the Hilbert metric one checks that

BΩn
(xn, ǫ

′
n) ⊂ (1 − e−2ǫ′n)(Ωn − xn) + xn,

hence (BΩn
(xn, ǫ

′
n))n∈N converges to the singleton {x} for the Hausdorff topology, and similarly

(BΩn
(yn, ǫ

′
n))n∈N converges to the singleton {y}. This implies that x ∈ [ξ, η], which contradicts

(ξ ⊕ η) ∩BΩ(x, ǫ) = ∅.

Lemma 8.2. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a discrete subgroup;
set M = Ω/Γ. Suppose that Γ is strongly irreducible and T 1Mbip 6= ∅, or that M is rank-one and
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non-elementary. Let m be a Sullivan measure on T 1M induced by a δΓ-conformal density. Then
for any compact subset K ⊂ T 1M , for any r > 0, there exists a constant C > 0 such that given
any time t > 0, for any v ∈ Γ ·K such that φtv ∈ Γ ·K,

m(B̃
(t)
T 1M (v, r)) ≤ Ce−δΓt,

and if v ∈ T 1Mbip, then

C−1e−δΓt ≤ m(B̃
(t)
T 1M (v, r)).

Proof. Let (µx)x∈Ω be a δΓ-conformal density on ∂hΩ which induces a δΓ-conformal density (νx)x∈Ω

on ∂Ω and the Sullivan measures m̃ on T 1Ω and m on T 1M . Let ṽ ∈ T 1Ω be a lift of v. We have

C−1
0 m̃(B

(t)
T 1Ω(ṽ, r)) ≤ m(B̃

(t)
T 1M (v, r)) ≤ m̃(B

(t)
T 1Ω(ṽ, r))

for any t ≥ 0, where
C0 = max

w̃∈π−1K
#{γ : dΩ(πw̃, γπw̃) ≤ 4r}.

Let us prove the upper bound in the lemma. Consider w̃ ∈ B
(t)
T 1Ω(ṽ, r). We make the following

observations.

• The Lebesgue measure of the set of times s ∈ R such that φsw̃ ∈ B
(t)
T 1Ω(ṽ, r) is less than 2r;

• φ∞w̃ ∈ O+
r (πṽ, πφtṽ);

• 〈ξ, η〉πṽ ≤ r for all ξ ∈ π−1
h

(φ−∞w̃) and η ∈ π−1
h

(φ∞w̃).

Combined with the definition of m̃ (see Section 3.3), they yield:

m̃(B
(t)
T 1Ω(ṽ, r)) ≤ e2δΓr · νπṽ(∂Ω) · νπṽ(O

+
r (πṽ, πφtṽ)) · 2r.

We deduce from this and the Shadow lemma (Lemma 7.2) the desired upper bound.
Let us prove the lower bound. We apply Lemma 8.1 to ǫ := r/16 to obtain ǫ′ > 0. Then for

all η ∈ Oǫ′(πṽ, πφt+1ṽ) and ξ ∈ Oǫ′(πφt+1ṽ, πṽ), one can find w̃ ∈ B
(t)
T 1Ω(ṽ, r/2) tangent to ξ ⊕ η.

Observe that the Lebesgue measure of the set of times s ∈ R such that φsw̃ ∈ B
(t)
T 1Ω(ṽ, r) is greater

than r. This means (remembering that the Gromov product is always non-negative) that

m̃(B
(t)
T 1Ω(ṽ, r)) ≥ νπv(Oǫ′(πṽ, πφt+1ṽ)) · νπv(Oǫ′(πφt+1ṽ, πṽ)) · r.

We conclude thanks to the Shadow lemma (Lemma 7.2), and the fact that Λprox ⊂ supp(νo).

In the convex cocompact case, this yields the following.

Corollary 8.3. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex cocompact
discrete subgroup; set M = Ω/Γ. Suppose that Γ is strongly irreducible and T 1Mbip 6= ∅, or that M
is rank-one and non-elementary. Let m be a Sullivan measure on T 1M induced by a δΓ-conformal
density. Then for any r > 0, there exists a constant C > 0 such that given any time t > 0, for any
v ∈ T 1Mcor,

m(B̃
(t)
T 1M (v, r)) ≤ Ce−δΓt,

and if v ∈ T 1Mbip, then

C−1e−δΓt ≤ m(B̃
(t)
T 1M (v, r)).

8.2 The Bowen–Margulis measure has maximal entropy

In this section we prove that any Sullivan measure induced by a δΓ-conformal density has maximal
entropy, which is equal to δΓ. For this we do not need Theorem 1.6.

Proposition 8.4. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex cocom-
pact discrete subgroup with M = Ω/Γ rank-one and non-elementary. Let m be the Bowen–Margulis
probability measure on T 1M . Then m has maximal entropy on T 1Mcor; in other words,

hm(T 1Mbip, (φt)t) = htop(T
1Mbip, (φt)t) = htop(T

1Mcor, (φt)t) = δΓ.
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Proof. We can assume without loss of generality that Γ is torsion-free by Observation 2.45 and since
for any finite-index subgroup Γ′ of Γ, the measure m is the push-forward of the Bowen–Margulis
probability measure on T 1Ω/Γ′. Let ǫ0 be the injectivity radius of M . Let P be a finite measurable
partition of T 1Mcor whose elements have diameter less than ǫ0

3 . According to the definition of the
measure-theoretic entropy, to the variational principle (Fact 2.39), and to Fact 2.36, it is enough
to prove that

Hm(φ1,P) ≥ δΓ.

For n ≥ 1, we observe that by definition (and by Lemma 2.1), any element of P(n) has diameter

less than ǫ0/3 with respect to the metric d
(n)
T 1M . Therefore by Corollary 8.3, there exists a constant

C > 0 such that for any n ≥ 1, any element of P(n) has an m-measure less than Ce−δΓn. We now
conclude the proof by the following computation.

Hm(P(n)) = −
∑

P∈P(n)

m(P ) log(m(P ))

≥ −
∑

P∈P(n)

m(P ) log(Ce−δΓn)

≥ δΓn− log(C).

The inequality Hm(φ1,P) ≥ δΓ follows immediately.

8.3 Separated sets in dynamical balls

In this section we prove a technical lemma which bound from above the size a separated set in a
dynamical ball. To perform this estimate we will use the notion of proper densities (Definition 2.5).

Corollary 8.5. Consider 0 < r < R. Let Ω ∈ EV , let Γ ⊂ Aut(Ω) be a discrete subgroup, let
M = Ω/Γ and let t ≥ 0.

(1) For any vector v ∈ T 1M , the cardinality of any (d̃
(t)
T 1M , r)-separated set of B̃

(t)
T 1M (v,R) is less

than χ+(R + r/4)2 · χ−(r/4)
−2 (see (2.2)).

(2) Consider a (d̃
(t)
T 1M , r)-separated subset {v1, . . . , vk} of T 1M (and of size k), take a vector

wi ∈ B̃
(t)
T 1M (vi, R) for each i = 1, . . . , k. Then one can find a subset I of {1, . . . , k} of size

greater than k · χ+(2R+ r/2)−2 · χ−(r/4)
2 such that {wi : i ∈ I} is (d̃

(t)
T 1M , r)-separated.

Proof. Let us prove (1) when Γ is trivial. Let A ⊂ B
(t)
T 1Ω(v,R) be a (d

(t)
T 1Ω, r)-separated set. We

set
B := {(πw, πφtw) : w ∈ A} ⊂ BΩ(πv,R)×BΩ(πφtv,R)}.

By Lemma 2.1, and since A is (d
(t)
T 1Ω, r)-separated, we see that B is (d, r/2)-separated for the

metric d on Ω2, defined by d((x, y), (x′, y′)) = max(dΩ(x, x
′), dΩ(y, y

′)) for (x, y), (x′, y′) ∈ Ω2; this
exactly means that for all (x, y) 6= (x′, y′) ∈ B,

(BΩ(x, r/4) ×BΩ(y, r/4)) ∩ (BΩ(x
′, r/4)×BΩ(y

′, r/4)) = ∅.

As a consequence,

#A = #B

≤ χ−(r/4)
−2

∑

(x,y)∈B

VolΩ(BΩ(x, r/4))VolΩ(BΩ(y, r/4))

≤ χ−(r/4)
−2 Vol2Ω




⊔

(x,y)∈B

BΩ(x, r/4)×BΩ(y, r/4)





≤ χ−(r/4)
−2 Vol2Ω(BΩ(πv,R + r/4)×BΩ(πφtv,R + r/4))

≤ χ+(R+ r/4)2χ−(r/4)
−2.
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Let us prove (1) when Γ is not necessarily trivial. Let A ⊂ B̃
(t)
T 1M (v,R) be a (d̃

(t)
T 1M , r)-separated

set. Consider a lift ṽ ∈ T 1Ω of v, and a lift Ã ⊂ B
(t)
T 1Ω(ṽ, R) of A. Then Ã is (d

(t)
T 1Ω, r)-separated,

therefore it has cardinality less than χ+(R+ r/4)2χ−(r/4)
−2, and so do A.

Let us establish (2). We construct I by induction. We set i0 = 0 and I0 := {1, . . . , k}. For
j ≥ 1, if (I0, . . . , Ij−1) and (i0, . . . , ij−1) have been constructed, we set ij := min Ij−1 > ij−1 and

Ij := {i ∈ Ij−1 : d̃
(t)
T 1M (wij , wi) ≥ r}  Ij−1.

This process eventually stops, at the n-th step for some n ∈ {1, . . . , k} such that In = ∅. The set

{wij : 1 ≤ j ≤ n} is (d̃
(t)
T 1M , r)-separated by construction. In order to prove that k is bounded

above by n · χ+(2R+ r/2)2 · χ−(r/4)
−2, it is enough to see that for each 0 ≤ j ≤ n− 1,

#Ij+1 ≥ #Ij − χ+(2R+ r/2)2 · χ−(r/4)
−2.

This is a consequence of (1) and of the fact that Ij r Ij+1 is contained in the set of indices i such

that vi ∈ B̃
(t)
T 1Ω(vj+1, r + 2R).

8.4 The measure of maximal entropy is unique

In order to prove the uniqueness of the measure of maximal entropy, we will use our estimates on
the size of the dynamical balls Corollary 8.3. However, one of these estimates only holds for balls
centered at vectors in T 1Mbip, whereas we would like the uniqueness of the measure of maximal
entropy on T 1Mcor. This is why we will need Corollary 8.5 and the following lemma.

For the rest of this section, given a convex projective manifold M = Ω/Γ, we denote by T 1Ωcor

(resp. T 1Ωbip) the set (depending on Γ) of vectors v ∈ T 1Ω such that φ±∞v ∈ Λorb
Ω (Γ) (resp.

Λprox(Γ)).

Lemma 8.6. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex cocompact
discrete subgroup. Suppose M = Ω/Γ is rank-one and non-elementary. Then there exists R > 0
such that for every point ξ ∈ Λorb we can find η ∈ Λprox such that dΩ(ξ, η) ≤ R.

In particular, according to Lemma 2.1, for any v ∈ T 1Ωcor, we can find a vector w ∈ T 1Ωbip

such that dT 1Ω(φtv, φtw) ≤ 2R for any t ∈ R.

Proof. Consider o in the convex hull of Λorb in Ω and the δΓ-conformal density νo on ∂Ω. Let
R > 0 be given by the Shadow lemma (Corollary 7.3). According to Fact 2.3, it is enough to
show that for any x ∈ [o, ξ), the shadow OR(o, x) intersect Λ

prox; this is implied by the fact that
νo(Λ

prox) = 1 (by Theorem 1.6 and Proposition 1.7) and νo(OR(o, x)) > 0.

In the case where M is compact, the proof of Theorem 1.3 below can be shorten by using the
following result; for instance, we do not need Section 8.3 and Lemma 8.6 in this case.

Fact 8.7. Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a non-elementary rank-one
discrete subgroup that acts cocompactly on Ω. Then Λprox = ∂Ω.

Proof of Theorem 1.3. It is enough to prove that the Bowen–Margulis probability measure m on
T 1M is the unique measure of maximal entropy, since m is mixing by Theorem 1.6.

We can assume that Γ is torsion-free by Observation 2.45 and since for any finite-index subgroup
Γ′ of Γ, the measure m is the push-forward of the Bowen–Margulis probability measure on T 1Ω/Γ′;
let ǫ0 be the injectivity radius of Ω/Γ. Consider a (φt)t∈R-invariant probability measure m′ on
T 1Mcor which is different fromm. Since m is ergodic (Theorem 1.6 and Proposition 1.7), m′ cannot
be absolutely continuous with respect to m. By Radon–Nikodym Theorem we can decompose m′

into a sum tm′′ + (1− t)m where 0 < t ≤ 1 and m′′ is (φt)t∈R-invariant and singular with respect
to m. Then hm′(φ) = thm′′(φ)+(1− t)δΓ (see [HK95, Cor. 4.3.17]), and we only need to prove that
hm′′(φ) < δΓ. Note that since Λorb rΛprox does not intersect ∂sseΩ. Without loss of generality we
assume that m = m′ is singular with respect to m. Let A ⊂ T 1Msse be a flow-invariant measurable
subset such that m(A) = 1 while m′(A) = 0.

Fix ǫ > 0 and let K1 ⊂ A ∩ T 1Mcor and K2 ⊂ T 1Mcor r A be compact subsets such that
m(K1) ≥ 1− ǫ and m′(K2) ≥ 1− ǫ. Observe that

min{d̃
(2t)
T 1M (φ−tv, φ−tw) : v ∈ K1, w ∈ K2} −→

t→∞
∞. (8.1)
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Indeed,otherwise there would exist v ∈ K1 and w ∈ K2 such that supt>0 d̃
(2t)
T 1M (φ−tv, φ−tw) < ∞.

Then we could find lifts ṽ, w̃ ∈ T 1Ω such that supt>0 d
(2t)
T 1Ω(φ−tṽ, φ−tw̃) < ∞, which implies, since

φ∞ṽ and φ−∞ṽ are extremal, that φ±∞ṽ = φ±∞w̃ hence w ∈ φRv ⊂ A, which is a contradiction.

Let n ≥ 1 and consider a maximal (d
(2n)
T 1M , ǫ0/8)-separated set {v1, . . . , vk} ⊂ T 1Mcor, which

is ordered so that for any i = 1, . . . , k, the ball B
(2n)
T 1Mcor

(vi, ǫ0/8) intersects φ−nK2 if and only if
i ≤ l, where 1 ≤ l ≤ k is some integer.

Construct by induction the finite measurable partition P = {P1, . . . , Pk} of T 1Mcor so that

B
(2n)
T 1Mcor

(vi+1, ǫ0/16) ⊂ Pi+1 := B
(2n)
T 1Mcor

(vi+1, ǫ0/8)r (P1 ∪ · · · ∪ Pi) ⊂ B
(2n)
T 1Mcor

(vi+1, ǫ0/8).

Pi diameter less than ǫ0/3 with respect to d
(2n)
T 1M for each 1 ≤ i ≤ k, therefore we can combine

Remarks 2.38 and 2.41 with Facts 2.44 and 2.42 to obtain:

hm′(φ1) =
1

2n
hm′(φ2n) =

1

2n
Hm′(φ2n,P) ≤

1

2n
Hm′(P).

Now we use the classical fact that for all q ∈ N>0 and a1, . . . , aq > 0, if s := a1 + · · ·+ aq ≤ 1 then

−
∑

i

ai log(ai) ≤ −s log s+ s log q ≤ s log(q) + 1/e,

and we compute:

Hm′(P) = −
k∑

i=1

m′(Pi) log(m
′(Pi))

≤ m′

(
l⋃

i=1

Pi

)

log(l) +m′

(
k⋃

i=l+1

Pi

)

log(k) + 2/e.

Note that on one hand, φ−nK2 is contained in
⋃l

i=1 Pi, hence m′
(
∪l
i=1Pi

)
≥ 1 − ǫ. On the other

hand φ−nK1 does not intersect
⋃l

i=1 Pi for n large enough, indeed if there exist i ∈ {1, . . . , l}

and v ∈ φ−nK1 ∩ Pi, then we take a vector w ∈ φ−nK2 ∩ B
(2n)
T 1M (vi, ǫ0/8) and use the triangular

inequality to obtain that d̃
(2n)
T 1M (φ−nφnv, φ−nφnw) ≤ ǫ0/4, which is not compatible with (8.1) for

n large. As a consequence, m
(
∪l
i=1Pi

)
≤ ǫ.

We now need to bound from above k and l. If M is compact then it is easier to conclude the
proof: we can use Fact 8.7, which implies that T 1M = T 1Mcor = T 1Mbip, and apply directly
Corollary 8.3 to get:

l ≤
m(
⋃l

i=1 Pi)

min{m(Pi) : 1 ≤ i ≤ l}
≤ ǫCe2nδΓ ,

and similarly k ≤ Ce2nδΓ , where C only depends on ǫ0. Thus we obtain

2nhm′(φ1) ≤ (1− ǫ) log(ǫ) + log(C) + 2nδΓ + 2/e,

which is strictly less than 2nδΓ for ǫ small enough.
In the general case, we need to take into account that T 1Mcor and T 1Mbip might be different

and that Corollary 8.3 only holds on T 1Mbip; this is where we need Corollary 8.5 and Lemma 8.6.
Thanks to the latter, there exists R > 0, which only depends on Γ and Ω, and such that for each

1 ≤ i ≤ k, we can find wi ∈ B̃
(2n)
T 1M (vi, R) ∩ T 1Mbip. Then we can use Corollary 8.5.(2) to find

I ⊂ {1, . . . , k} such that {wi : i ∈ I} is (d
(2n)
T 1M , ǫ0/8)-separated and

k ≤ #I · χ+(2R+ ǫ0/16)
2χ−(ǫ0/32)

−2

≤
m(
⋃

i∈I B
(2n)
T 1M (wi, ǫ0/16))

min{m(B
(2n)
T 1M (wi, ǫ0/16)) : i ∈ I}

χ+(2R+ ǫ0/16)
2χ−(ǫ0/32)

−2

≤ C′e2nδΓ
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where C′ only depends on Γ and Ω. Similarly, we can find w′
i ∈ φ−nK2 ∩ B

(2n)
T 1M (vi, ǫ0/8) and

w′′
i ∈ B̃

(2n)
T 1M (w′

i, R) ∩ T 1Mbip for each i = 1, . . . , l. Corollary 8.5.(2) gives us I ′ ⊂ {1, . . . , l} such

that {w′′
i : i ∈ I ′} is (d

(2n)
T 1M , ǫ0/8)-separated and

l ≤ #I ′ · χ+(2R+ ǫ0/8)
2χ−(ǫ0/32)

−2

≤
m(
⋃

i∈I′ B
(2n)
T 1M (w′′

i , ǫ0/16))

min{m(B
(2n)
T 1M (w′′

i , ǫ0/16)) : i ∈ I ′}
χ+(2R+ ǫ0/8)

2χ−(ǫ0/32)
−2

≤ ǫC′′e2nδΓ

where C′′ only depends on Γ and Ω, and we have used the fact that B
(2n)
T 1M (w′′

i , ǫ0/16) does not
intersect φ−nK1 for any i = 1, . . . , l and for n large enough (again because of (8.1)). As we
explained in the compact case, this implies that

2nhm′(φ1) ≤ (1 − ǫ) log(ǫ) + logmax(C′, C′′) + 2nδΓ + 2/e,

which is strictly less that 2nδΓ for ǫ small enough.

9 Counting closed geodesics

In this section we keep on adapting Knieper’s article [Kni98] in order to prove Proposition 1.5,
which gives asymptotic estimates for the number of closed geodesics of length less than t, when t
goes to infinity.

These estimates do not all need the results of the previous sections. More precisely, to prove
the upper bound on the number of rank-one close geodesics in (1) we do not need Theorem 1.6.
To prove the lower bound in (1) we need the mixing property of the Bowen–Margulis measure,
but not the uniqueness of the measure of maximal entropy. To establish the upper bound on the
number of non-rank-one closed geodesics in (2) and the equidistribution of closed geodesics we
need uniqueness of the measure of maximal entropy.

Recall that [Γ] is the set of conjugacy classes of Γ, and [Γ]r1 ⊂ [Γ] (resp. [Γ]sing) consists of
conjugacy classes of rank-one (resp. non-rank-one) elements of Γ. For each subset A ⊂ [Γ] and
interval I ⊂ R, we set AI = {c ∈ A : ℓ(c) ∈ I}, and we write AT = A[0,T ] for any T ≥ 0.

9.1 The lower bound

In this section we use the mixing of the Bowen–Margulis measure to obtain a lower bound on the
number of closed geodesics.

Proposition 9.1. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex cocom-
pact discrete subgroup with M = Ω/Γ rank-one and non-elementary. Then there exists a constant
C > 0 such that for any T > C,

#[Γ]r1T ≥
C

T
eδΓT .

Proof. Without loss of generality, we may assume that Γ is torsion-free, since for any finite-index
subgroup Γ′ ⊂ Γ, for any element γ ∈ Γ′, there at most [Γ : Γ′] conjugacy classes of Γ′ inside the
conjugacy class of γ in Γ. Let ǫ0 > 0 be the injectivity radius of M and m the Bowen–Margulis
probability measure. Fix a compact subset K ⊂ T 1Msse whose measure m(K) is positive. Using
Lemma 7.14 we can find 0 < ǫ < ǫ0/3 such that for any vector v ∈ K, for any time t ≥ 1, if

dT 1M (v, φtv) ≤ ǫ then there exists a rank-one periodic vector w ∈ B
(t)
T 1M (v, ǫ0/6) with period in

[t− 1, t+1]. Let us denote by Rt ⊂ K the subset of vectors v ∈ K such that dT 1M (v, φtv) ≤ ǫ; we
are going to bound from below its measure. To that end take P a finite measurable partition of
T 1Mbip with diameter less than ǫ, and compute the limit, using the mixing property, established
in Theorem 1.6:

m(Rt) ≥
∑

P∈P

m(P ∩K ∩ φt(P ∩K)) −→
t→∞

∑

P∈P

m(P ∩K)2 ≥
m(K)2

#P
> 0.
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On the other hand we can bound from above this measure thanks to the closing lemma and
Corollary 8.3. For any conjugacy class c ∈ [Γ]r1, fix a vector vc ∈ T 1M tangent to the projection
in T 1M of the axis of any element of c.

m(Rt) ≤
∑

c∈[Γ]r1
t+1

⌊ 6(t+1)
ǫ0

⌋
∑

k=0

m(B
(t)
T 1M (φk

ǫ0
6
vc,

ǫ0
3
)) ≤ Ce−δΓt(

6(t+ 1)

ǫ0
+ 1)#[Γ]t+1.

This ends the proof.

9.2 The upper bound on the number of rank-one closed geodesics

To bound from above the number of rank-one closed geodesics we do not need Theorem 1.6.

Proposition 9.2. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex cocom-
pact discrete subgroup with M = Ω/Γ rank-one and non-elementary. Then there exists a constant
C > 0 such that for any T > 0,

#[Γ]r1T ≤
C

T
eδΓT .

Proof. Let Γ′ ⊂ Γ be a finite-index torsion-free subgroup; we set M ′ = Ω/Γ′ and take ǫ0 < 1
smaller than the injectivity radius of M ′. For each rank-one conjugacy class c of Γ, choose γc ∈ c
and vc ∈ Axis(γc). Consider an integer n ≥ 1. One easily checks using the triangular inequality
that any vector of T 1Ω belongs to at most

C1 := max
x∈Ω

#{γ ∈ Γ : dΩ(x, γx) ≤ 1 + 2ǫ0/3}

balls of the family

{B
(n+1)
T 1Ω (φkvc, ǫ0/6) : c ∈ [Γ]r1[n,n+1], 0 ≤ k < n}.

By Corollary 8.3, we can bound from below the m′-measure of the projection in T 1M ′ of these
balls by C−1e−δΓn for some constant C > 0, where m′ is the Bowen–Margulis probability measure
on T 1M ′. Since m′ is a probability measure we obtain:

n#[Γ]r1[n,n+1] ≤ C1CeδΓnǫ0/3.

9.3 The upper bound on the number of non-rank-one closed geodesics

Let us bound from of above the number of non-rank-one conjugacy classes of Γ. The idea is that
to each non-rank-one conjugacy class we can associate a closed geodesic which is contained in a
flow-invariant closed subset of T 1Mcor to which the Bowen–Margulis measure gives zero measure;
this implies that the topological entropy of the geodesic flow on this subset is smaller than δΓ.

Proposition 9.3. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex co-
compact discrete subgroup with M = Ω/Γ rank-one and non-elementary. Let K ⊂ T 1Mcor be
the (φt)t-invariant closed subset that consists of the vectors whose lifts v ∈ T 1Ω are such that
dspl(φ−∞v, φ∞v) ≤ 2. Then the topological entropy of (φt)t on K is strictly smaller than δΓ.

Proof. According to Remark 2.43 and Observation 2.45, there exists a probability measure m′ on
K whose entropy is the topological entropy on K. Observe that K is disjoint from the set T 1Msse

of vectors whose lifts v ∈ T 1Ω satisfy φ−∞v, φ∞v ∈ ∂sseΩ, while the Bowen–Margulis probability
measure mΓ is concentrated on T 1Msse by Theorem 1.6. Thus, m′ and mΓ are different. By
Theorem 1.3, the entropy of m′ must be strictly smaller than δΓ.

Corollary 9.4. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex cocompact
discrete subgroup with M = Ω/Γ rank-one and non-elementary. Then the exponential growth rate
of the number of non-rank-one conjugacy classes of translation length shorter than t, when t grows,
is strictly less than δΓ.
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Proof. Let Γ′ ⊂ Γ be a finite-index torsion free subgroup; we set M ′ = Ω/Γ′ and ǫ0 to be the
injectivity radius of M ′; we denote by ǫ0 the injectivity radius of M ′. It is easy to show that there
are only finitely many conjugacy class c of Γ such that ℓ(c) ≤ ǫ0. Using Corollary 7.9, for each
conjugacy class c with ℓ(c) > 0 we can find an element γc ∈ c and a vector vc ∈ T 1Ω such that
φ±∞vc ∈ Λorb and γcπvc = πφℓ(c)vc. Consider t > 0. Using the triangular inequality, one can
check that any vector of T 1Ω belongs to at most

C1 := max
x∈Ccor

Ω (Γ)
#{γ ∈ Γ : dΩ(x, γx) ≤ 1 + 2ǫ0/3}

balls of the family

{B
(t+1)
T 1Ω (vc, ǫ0/6) : c ∈ [Γ]sing[t,t+1]}.

Therefore we can extract from {vc : c ∈ [Γ]sing[t,t+1]} a (d
(t+1)
T 1Ω , ǫ0/6)-separated family of size at least

C−1
1 #[Γ]sing[t,t+1]. The projection in T 1M ′ of this family belongs to the set K in Proposition 9.3 by

Lemma 7.7.(6). By definition of the topological entropy, the exponential growth rate of the size of
such a family, when t goes to infinity, is bounded above by the topological entropy on K, which is
strictly less than δΓ by Proposition 9.3 above.

9.4 Sums of uniform measures on closed geodesics

Let Ω ⊂ P(V ) be a properly convex open set and Γ ⊂ Aut(Ω) a discrete subgroup; denote
M = Ω/Γ. We introduce a few notations. For any conjugacy class c ∈ [Γ]r1, we denote by Lc the
unique (φt)t∈R-invariant probability measure supported on the projection in T 1M of the axis of
any element of c. For each finite subset A ⊂ [Γ]r1, we consider

LA =
1

#A

∑

c∈A

Lc.

Proposition 9.5. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex cocom-
pact discrete subgroup with M = Ω/Γ rank-one and non-elementary. Let A ⊂ [Γ]r1 be such that
log(#AT )/T converges to δΓ when T tends to infinity. Then LAT converges to the Bowen–Margulis
probability measure when T goes to infinity.

Proof. Let Γ′ ⊂ Γ be a torsion-free finite-index subgroup; let ǫ0 be the injectivity radius of M ′ =
Ω/Γ′. For each conjugacy class c ∈ [Γ]r1, we choose a representative γc ∈ Γ, and we call L′c the
unique (φt)t-invariant probability measure on the projection in T 1M ′ of the axis of γc. For any
finite subset B ⊂ [Γ]r1, we set L′B = (#B)−1

∑

c∈B L′c. By theorem 1.3, it is enough to show
that any accumulation point m′ limk→∞ L′AT on T 1M ′ has entropy bounded below by δΓ.

Let us give ourselves a finite measurable partition P of T 1M ′ of diameter less than ǫ0/3 and
such that for any element P ∈ P , we have m′(∂P ) = 0. Then

hm′(φ) ≥ Hm′(φ,P) = lim
n→∞

1

n
Hm′(P(n)).

Fix n ≥ 1 and note that for each P ∈ P(n), we have m′(∂P ) = 0. As a consequence

Hm′(P(n)) = lim
k→∞

HL′ATk
(P(n)) ≥ lim inf

T→∞
HL′AT

(P(n)).

Consider α > 0 and let us show that lim infT→∞ HL′AT
(P(n)) ≥ n(δΓ − α). Let T0 > 0 be large

enough so that #AT ≥ e(δΓ−α)T for any T ≥ T0. Take T > T0 and decompose [0, T ] into disjoint
intervals :

[0, T ] = [0, T0] ⊔
⊔

I∈IT

I,
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such that each I ∈ IT has diameter less than 1, and #IT = ⌈T−T0⌉. Then by [HK95, Prop. 4.3.3.6]
we have

lim inf
T→∞

HL′AT
(P(n)) ≥ lim inf

T→∞

#AT0

#AT
HL′AT0

(P(n)) +
∑

I∈IT

#AI

#AT
HL′AI

(P(n))

≥ lim inf
T→∞

∑

I∈IT

#AI

#A]T0,T ]
HL′AI

(P(n))

≥ lim inf
T→∞

n

T

∑

I∈IT

#AI

#A]T0,T ]
HL′AI

(P(⌈T⌉)),

where we have used the Euclidean division ⌈T ⌉ = qTn+ rT with the following classical inequality
(see e.g. [HK95, Prop. 4.3.3.1-4]):

HλI
(P(n)) ≥

1

qT
HλI

(P(⌈T⌉))−
1

qT
HλI

(P(rT )) ≥
n

T + 1
HλI

(P(⌈T⌉))−
n

T − n
log(#Pn).

Using the triangular inequality, one checks that for any P ∈ P(⌈T⌉) and any I ∈ IT , there
are at most C1 = maxx∈Ccor

Ω (Γ) #{γ ∈ Γ : dΩ(x, γx) ≤ 1 + 2ǫ0/3} conjugacy classes c ∈ AI

such that L′c(P ) > 0; this implies that L′AI(P ) ≤ C1#A−1
I . Hence HL′AI

(P(⌈T⌉)) ≥ log(#AI)−
log(C1), and we resume our computation, using the concavity of the logarithm and Cauchy–Schwarz
inequality:

n

T

∑

I∈IT

#AI

#A]T0,T ]
HL′AI

(P(⌈T⌉)) ≥
n

T

∑

I∈IT

#AI

#A]T0,T ]
log(#AI)−

n

T
log(C1)

≥
n

T
log

(

1

#A]T0,T ]

∑

I∈IT

#A2
I

)

−
n

T
log(C1)

≥
n

T
log

(
#A]T0,T ]

#IT

)

−
n

T
log(C1)

≥
n

T
log

(
#AT −#AT0

⌈T − T0⌉

)

−
n

T
log(C1)

≥
n

T
log

(
e(δΓ−α)T −#AT0

⌈T − T0⌉

)

−
n

T
log(C1).

This last term converges to n(δΓ − α) as T goes to infinity. This concludes the proof.

We can now end the proof of Proposition 1.5.

Proof of Proposition 1.5. It is the immediate combination of Facts 2.22 and 2.23, Theorem 1.3,
Propositions 8.4, 9.1, 9.2, 9.5, and Corollary 9.4.

9.5 Periodic geodesics and conjugacy classes

In this section, we estimate, in some cases, the asymptotic of the ratio of the number of rank-one
closed geodesics by the number of rank-one conjugacy classes. The same discussion is carried in
more details in [BZ, §6.1]; here the discussion is kept at its strict minimum: we only give the
necessary definitions and observations.

Definition 9.6. Let M = Ω/Γ be a non-elementary rank-one convex projective orbifold. The
core-fixing subgroup of Γ is the kernel of the restriction of Γ to the span of ΛΓ.

Observation 9.7 ( [BZ, Obs. 6.14]). Let M = Ω/Γ be a rank-one non-elementary convex projective
orbifold, and let F ⊂ Γ be the core-fixing subgroup. If T 1Ωbip is the preimage by πΓ : T 1Ω → T 1M
of T 1Mbip, then the set of vectors v ∈ T 1Ωbip with StabΓ(v) = F is open and dense in T 1Ωbip,
and Γ-invariant.
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Proposition 9.8. Let Ω ⊂ P(V ) be a properly convex open set, and Γ ⊂ Aut(Ω) a convex cocom-
pact discrete subgroup with M = Ω/Γ rank-one and non-elementary. Let F ⊂ Γ be the core-fixing
subgroup. Let K ⊂ T 1Mbip be the set vectors of whose lifts v ∈ T 1Ω satisfy StabΓ(v) 6= F . Then the
topological entropy of the geodesic flow on K is strictly smaller than δΓ, as well as the exponential
growth rate of the number of rank-one conjugacy classes of Γ with axis in K.

Proof. The subset K ⊂ T 1Mbip is closed and (φt)t-invariant, and has empty-interior by Obser-
vation 9.7; thus, it is given zero measure by the Bozen–Margulis measure, by Theorem 1.6. By
Remark 2.43 and Observation 2.45, we can find a probability measure on K whose entropy δ is
the topological entropy of (φt)t; this measure is different from the Bowen–Margulis probability
measure since the latter gives zero measure to K. Hence δ < δΓ by Theorem 1.3.

Let Γ′ ⊂ Γ be a finite-index torsion free subgroup; we set M ′ = Ω/Γ′ and ǫ0 to be the injectivity
radius of M ′; we denote by ǫ0 the injectivity radius of M ′. Recall that there are only finitely many
conjugacy class c of Γ such that ℓ(c) ≤ ǫ0. For each rank-one conjugacy class c ∈ [Γ]r1 with ℓ(c) > 0
we can find an element γc ∈ c and a vector vc ∈ T 1Ωbip := π−1

Γ T 1Mbip such that γcπvc = πφℓ(c)vc.
Let A ⊂ [Γ]r1 be the subset made of conjugacy classes c such that StabΓ(vc) 6= F . Consider t > 0.
Using the triangular inequality, one can check that any vector of T 1Ω belongs to at most

C1 := max
x∈Ccor

Ω (Γ)
#{γ ∈ Γ : dΩ(x, γx) ≤ 1 + 2ǫ0/3}

balls of the family

{B
(t+1)
T 1Ω (vc, ǫ0/6) : c ∈ A[t,t+1]}.

Therefore we can extract from {vc : c ∈ A[t,t+1]} a (d
(t+1)
T 1Ω , ǫ0/6)-separated family of size at least

C−1
1 #A[t,t+1]. The projection in T 1M ′ of this family is (d

(t+1)
T 1M ′

, ǫ0/6)-separated, and belongs to
the preimage by T 1M ′ → T 1M of K. By definition of the topological entropy, the exponential
growth rate of the size of such a family, when t goes to infinity, is bounded above by δ, which is
strictly less than δΓ.

Remark 9.9. Let M = Ω/Γ be a non-elementary rank-one convex projective orbifold with compact
convex core. As in [BZ, Obs. 6.15 & Prop. 6.16], one may use the notion of strongly primitive
rank-one elements (i.e. rank-one elements γ ∈ Γ such that ℓ(γ) ≤ ℓ(γ′) for any rank-one element
γ′ ∈ Γ with the same axis as γ) to prove that, if the core-fixing subgroup F ⊂ Γ is the centraliser,
then

#[Γ]r1T ∼
T→∞

#[Γ]pr1T ∼
T→∞

#F ·#Gr1
T ,

where [Γ]pr1 is the set of strongly primitive rank-one conjugacy classes in Γ and Gr1
T is the set of

rank-one periodic orbits in T 1M with period at most T .
The proof in [BZ] uses equidistribution results which may be replaced for the present purpose

by Proposition 1.5 (one would also need Proposition 9.8). This way, one actually obtains that
#[Γ]pr1

T

#Gr1
T

goes exponentially fast to #F , while in [BZ] no rate of convergence is given.
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filling. Ann. Sci. Éc. Norm. Supér., 53:217–266, 2020.

[CLT15] Daryl Cooper, Darren D. Long, and Stephan Tillmann. On convex projective manifolds and
cusps. Adv. Math., 277:181–251, 2015.
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[DGKLM] Jeffrey Danciger, François Guéritaud, Fanny Kassel, Gye-Seon Lee, and Ludovic Marquis. Con-
vex compactness for Coxeter groups. Preprint, arXiv:2102.02757.

[FK05] Thomas Foertsch and Anders Karlsson. Hilbert metrics and Minkowski norms. J. Geom.,
83(1-2):22–31, 2005.

[Gro81] Mikhael Gromov. Hyperbolic manifolds, groups and actions. In Riemann surfaces and re-
lated topics: Proceedings of the 1978 Stony Brook Conference (State Univ. New York, Stony
Brook, N.Y., 1978), volume 97 of Ann. of Math. Stud., pages 183–213. Princeton Univ. Press,
Princeton, N.J., 1981.

[HK95] Boris Hasselblatt and Anatole Katok. Introduction to the modern theory of dynamical systems,
volume 54 of Encyclopedia Math. Appl. Cambridge Univ. Press, Cambridge, 1995.

[Isl] Mitul Islam. Rank-one Hilbert geometries. Preprint, arXiv:1912.13013.

[IZ] Mitul Islam and Andrew Zimmer. Convex co-compact actions of relatively hyperbolic groups.
Preprint, arXiv:1910.08885.

[JM87] Dennis Johnson and John J. Millson. Deformation spaces associated to compact hyperbolic
manifolds. In Discrete groups in geometry and analysis, Prog. Math., vol. 67, pages 48–106.
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[Rob03] Thomas Roblin. Ergodicité et équidistribution en courbure négative. Mém. Soc. Math. Fr.
(N.S.), (95), 2003.

[Sel60] Atle Selberg. On discontinuous groups in higher-dimensional symmetric spaces. In Contribu-
tions to function theory, pages 147–164. Tata Inst. Fund. Res. Stud. Math., Bombay, 1960.

[Sul79] Dennis Sullivan. The density at infinity of a discrete group of hyperbolic motions. Publ. Math.
Inst. Hautes Études Sci., (50):171–202, 1979.

[Tho17] Nicolas Tholozan. Volume entropy of Hilbert metrics and length spectrum of Hitchin represen-
tations into PSL(3,R). Duke Math. J., 166(7):1377–1403, 2017.

[Ver17] Constantin Vernicos. Approximability of convex bodies and volume entropy in Hilbert geometry.
Pacific J. Math., 287(1):223–256, 2017.

[Vey70] Jacques Vey. Sur les automorphismes affines des ouverts convexes saillants. Ann. Scuola Norm.
Sup. Pisa Cl. Sci. (3), 24:641–665, 1970.

[Wal08] Cormac Walsh. The horofunction boundary of the Hilbert geometry. Adv. Geom., 8(4):503–529,
2008.

[Zhu] Feng Zhu. Ergodicity and equidistribution in Hilbert geometry. Preprint, arXiv:2008.00328.

51



[Zim] Andrew Zimmer. A higher rank rigidity theorem for convex real projective manifolds. Preprint,
arXiv: 2001.05584.

Laboratoire Alexander Grothendieck, Institut des Hautes Études Scientifiques,
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